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ABSTRACT  

Epidemic diseases have highly destructive effects around the world and these diseases have 

affected both developed and developing nations. Disease epidemics are common in developing 

nations especially in Sub Saharan Africa in which Human Immunodeficiency Virus /Acquired 

Immunodeficiency Disease Syndrome (HIV/AIDS) is the most serious of all.  This paper presents a 

prediction of pediatric HIV/AIDS survival in Nigeria.  Data are collected from 216 pediatric 

HIV/AIDS patients who were receiving antiretroviral drug treatment in Nigeria was used to 

develop a predictive model for HIV/AIDS survival based on identified variables. Interviews were 

conducted with the virologists and pediatricians to identify the variables predictive for HIV/AIDS 

survival in pediatric patients. 10-fold cross validation method was used in performing the 

stratification of the datasets collected into training and testing datasets following data preprocessing 

of the collected datasets.  The model was formulated using the naïve Bayes’ classifier – a 

supervised machine learning algorithm based on Bayes’ theory of conditional probability and 

simulated on the Waikato Environment for Knowledge Analysis [WEKA] using the identified 

variables, namely: CD4 count, viral load, opportunistic infection and the nutrition status of the 

pediatric patients involved in the study.  The results showed 81.02% accuracy in the performance 

of the naïve Bayes’ classifier used in developing the predictive model for HIV/AIDS survival in 

pediatric patients.  In addition, the area under the receiver operating characteristics [ROC] curve 

had a value of 0.933 which showed how well the developed predictive model was able to 

discriminate between survived and non-survived cases.  Model validation was performed by 

comparing the model results with that of historical data from two (2) selected tertiary institutions in 

Nigeria. 

Keywords: HIV/AIDS survival, naïve Bayes’ classifier, predictive model, pediatrics, machine 

learning 

 

________________________________________________________________________________

_______

1.0  Introduction  

Epidemic diseases have highly destructive 

effects around the world and these diseases 

have affected both developed and developing 

nations. Disease epidemics are common in 

developing nations especially in Sub Saharan 

Africa in which Human Immunodeficiency 

Virus /Acquired Immunodeficiency Disease 

Syndrome (HIV/AIDS) is the most serious of 

all [1]. HIV is one of the world’s most serious 

health and development challenges [2]. It is a 

type of virus called a retrovirus which infects 

humans when it comes in contact with tissues 

such as those that line the vagina, anal area, 
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mouth, eyes or through a break in the skin 

[3], while Acquired Immunodeficiency 

Syndrome (AIDS) is the advanced stage of 

the retroviral infection that swept through 

sub-Saharan Africa with venom [4-5].  

Globally, HIV continues to be a very 

serious health issue facing the world [6]. 

About 34 million (31.4 million–35.9 million) 

people were living with HIV at the end of 

2011 and an estimated0.8% of adults aged 15-

49 years worldwide are living with the virus, 

although the burden of the epidemic 

continues to vary considerably between 

countries and regions [6].  In Sub-Saharan 

Africa, roughly 25 million people were living 

with HIV in 2012, accounting for nearly 70 

percent of the global total. The epidemic has 

had widespread social and economic 

consequences, not only in the health sector 

but also in education, industry and the wider 

economy [8-9]. The epidemic has had a heavy 

impact on education, school attendance drops 

as children become sick or return home to 

look after affected family members[10]. 

Moreover, Sub-Saharan Africa remains the 

most severely affected, with nearly 1 in every 

20 adults (4.9%) living with HIV; accounting 

for 69% of the people living with HIV 

worldwide. Although, the regional prevalence 

of HIV infection is nearly 25 times higher in 

sub-Saharan Africa than in Asia, almost 5 

million people are living with HIV in South, 

South-East and East Asia combined and sub-

Saharan Africa region is the most heavily 

affected region follow by the Caribbean, 

Eastern Europe and Central Asia, where 1.0% 

of adults were living with HIV as at 2011 [2].  

Nigeria is the most populous nation in 

Africa with an estimated population of over 

160 million people. Government reports 

claim that over 300,000 Nigerians die yearly 

of complications arising from AIDS. Nigeria 

has the highest HIV populations in Africa 

with 5.7 million infected people. It is 

estimated that over 200,000 people die yearly 

in Nigeria as a result of HIV/AIDS [11]. At 

present, there is no cure for HIV but it is 

being managed with antiretroviral drugs 

[ARV]. There is optimal combination of 

ARV which is known as Highly Active 

Antiretroviral drug [HAART] [12-13]. 

Antiretroviral therapy is the mechanism of 

treating retroviral infections with drugs. The 

drugs do not kill the virus but they slow down 

the growth of the virus [14].  HAART refers 

to the use of combinations of various 

antiretroviral drugs with different 

mechanisms of action to treat HIV.  

The epidemic of HIV/AIDS affects 

two classes of people: the paediatric and the 

non-paediatric individual. The non-paediatric 

patients are patients above 15 years of age 

while the paediatric patients who form the 

main target of this research are patients 

whose age is less than 15 years [15]. There 

are four distinct stages of HIV infection 

which includes: the primary HIV infection 

stage or clinical stage 1 which involves 

asymptomatic and acute retroviral syndrome ; 

clinically asymptomatic stage or clinical stage 

2 which involves moderate and unexplained 

weight loss [<10% of presumed or measured 

body weight; symptomatic stage or clinical 

stage 3  is also a conditions where a 

presumptive diagnosis could be made on the 

basis of clinical signs or simple investigations 

like unexplained chronic diarrhea for longer 

than one month, unexplained persistent fever 

[intermittent or constant for longer than one 

month] and progression or Clinical stage 4 

that is a condition where a presumptive 

diagnosis can be made on the basis of clinical 

signs or simple investigations like HIV 

wasting syndrome, pneumocystis pneumonia, 

recurrent severe or radiological bacterial 

pneumonia etc. Patient at this stage is in a 

condition where confirmatory diagnostic 

testing is necessary [16-17].   

There are different modes of 

transmission of this virus one of which is 

mother-to-child transmission. Here, about 

nine out of ten children exposed are infected 

with HIV during pregnancy, labour, delivery 

or while breastfeeding [18]. Without 

treatment, 15%-30% of babies born to HIV 

positive women are infected with the virus 

during pregnancy and delivery and a further 

5%-20% are also infected through 

breastfeeding [19]. In high-income countries, 

preventive measures are undertaken to ensure 

that the transmission of HIV from mother-to-

child is relatively rare and in cases where it 
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occurs, a range of treatment options are 

undertaken so that the child can survive into 

adulthood. Blood transfusion is another route 

in which HIV infection can occur in medical 

setting [20].  

HIV epidemic in Nigeria is one of the 

incurable deadly diseases and it varies widely 

by region [21]. The impact of HIV/AIDS is 

pervasive and far-reaching, affecting 

individuals and communities not only 

psychologically but also economically and 

socially. Families lose their most productive 

members to this disease, leaving children and 

elderly people without means of support [22]. 

Despite the state of this deadly disease in 

Nigeria and most especially among children, 

there is no existing model in which survival 

of infected patient can be predicted. 

Therefore, this paper present the development 

of survival model among paediatric 

HIV/AIDS patients in South Western Nigeria 

and the objectives were to identify survival 

variables for HIV/AIDS paediatric patients in 

the South Western Nigeria and formulate 

survival predictive models based on variables 

identified [CD4 count, viral load, nutritional 

status and opportunistic infection] from the 

interview conducted with the virologist and 

paediatrician at the study area. 

Machine learning is a branch of 

artificial intelligence that allows computers to 

learn from past examples of data records [23-

24].  Machine learning does not rely on prior 

hypothesis unlike traditional explanatory 

statistical modeling techniques do [25].  

Machine learning has found great importance 

in the area of predictive modeling in medical 

research especially in the area of risk 

assessment, risk survival and risk recurrence.  

Machine learning techniques can be broadly 

classified into: supervised and Unsupervised 

techniques; the earlier involves matching a set 

of input records to one out of two or more 

target classes while the latter is used to create 

clusters or attribute relationships from raw, 

unlabeled or unclassified datasets [26].  

Supervised machine learning algorithms can 

be used in the development of classification 

or regression models. Classification model is 

a supervised approach aimed at allocating a 

set of input records to a discrete target class 

unlike regression which allocates a set of 

records to a real value.  This research is 

focused at using classification models to 

classify pediatric HIV/AIDS patients’ 

survival as either Survived or not survived. 

 

2.0 Related Works 
Researchers had worked on the prediction of 

HIV/AID prediction using different types of 

variables like CD4 count, CD8. Some of the 

researcher and the result of their finding are 

in the following paragraphs. 

[27] developed a model to predict 

survival of HIV/AIDS using sequential and 

standard neural networks. The aim of the 

study was to produce a model of disease 

progression in AIDS using sequential neural 

network and compare the model’s accuracy 

with that of a model constructed using only 

standard neural networks based on 

demographic and socioeconomic variables. 

The strength of the study was that sequential 

neural networks could discriminate patients 

who die and patients who survive more 

accurately than the standard neural networks. 

The weakness of the study is that only 

demographic and socioeconomic variables 

were used, which is not sufficient to predict 

survival. CD4 count, viral load, opportunistic 

infections and nutritional status would be 

enough to predict survival accurately in this 

paper. 

 [28] applied neural network in the 

prediction of HIV status of an individual 

based on demographic and socioeconomic 

characteristics. The aim of the study was to 

use supervised learning to train neural 

networks, to classify the HIV status of an 

individual given certain demographic factors. 

The strength of the study is that the neural 

networks used for prediction has high 

predictive capability. The weakness is that 

demographic and socioeconomic 

characteristics are not enough to accurately 

predict survival status. 

 [29] used highly active antiretroviral 

therapy to predict survival among HIV-

infected children in Asian countries. The aim 

of this research is to conduct a general review 

of Paediatric ART effectiveness in Asian 
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countries using Kaplan- Meier survival 

analysis to estimate survival time probability, 

after the introduction of ART and Cox 

proportional hazard model was used for 

multivariate analysis. The strength of this 

research is that there were beneficial 

outcomes of first-line antiretroviral therapy 

for HIV infected children in Asian countries. 

The weaknesses were [1] limited information 

about the management of children who failed 

first line NHRT I regimen and [2] There was 

need to improve access to early diagnostic 

testing and treatment in infancy. CD4 count 

was the only predictive variable used in this 

study which is not enough to determine the 

survival of infected HIV patients CD4, viral 

load, opportunistic infection and nutritional 

status were added to the existing predictive 

factor in this thesis. 

 [30] used Classification and 

Regression Tree [CART] for the Prediction of 

Survival of Aids Patients receiving 

antiretroviral therapy in Malaysia. The aim is 

to investigate the use of CART as a tool for 

prediction of AIDS survival using CD4, CD8, 

Viral Load and Weight as predictor variables. 

The strength of the research is that the 

potential treatment methods and monitoring 

the progress of treatment of AIDS patients 

could be determined with the approach 

experimented and the results obtained. Fewer 

variables were considered for the prediction 

of survival of AIDS patients and data 

limitation is also a constraint in the study. 

Also opportunistic infections and nutritional 

status that are very important for HIV/AIDS 

prediction were not used in the research. 

CD4, CD8, viral load and weight are not 

enough factors to predict survival. 

[31] carried out a prospective cohort 

on the Predictors of mortality in HIV-1 

infected children on antiretroviral therapy in 

Kenya. The aim of this work was to carry out 

a study on early mortality following highly 

active antiretroviral therapy [HAART] using 

Cox proportional hazard model to determine 

the baseline characteristics associated with 

mortality and Kaplan-Meier method to 

estimate the probability of survival. The study 

shows that Low baseline haemoglobin was an 

independent risk factor for death. The 

weakness is that only haemoglobin was used 

as predictor variable in this research which is 

not enough to determine survival rate. 

Haemoglobin is not enough to predict 

the survival of paediatric infected HIV 

patients but in this thesis, CD4, CD8 and viral 

load, opportunistic infection and nutritional 

status were used as predictive factors. 

 [32] developed a predictive model for 

AIDS Survival using Data Mining Approach. 

The aim of the research was to describe the 

feasibility of applying data mining technique 

to predict the survival of HIV/AIDS. An 

adaptive fuzzy regression technique, FuReA, 

was used to predict the length of survival of 

AIDS patients based on their CD4, CD8 and 

viral load counts. The strength  of the 

research is that CD4, CD8 and viral load 

counts were used because the authors 

believed that predictors / markers are 

appropriate for predicting AIDS survival due 

to the high accuracies demonstrated by Fuzzy 

regression analysis [FUREA]. The weakness 

is that fuzzy neural network prediction results 

on AIDS survival could not be made possible 

because of data limitation. This is because 

Fuzzy neural network requires the use of 

large volume of data for prediction. 

Opportunistic infections and Nutritional 

status are important predictor variables 

together with CD4, CD8 and viral load counts 

that can be used to predict the survival of 

HIV/AIDS patients. 

 [33] carried out a retrospective cohort 

study on the survival status of HIV positive 

adult on antiretroviral treatment in Debre 

Markos Referral Hospital, Northwest 

Ethiopia. The aim of this study was to 

determine survival status and associated 

factors among HIV positive adult on 

antiretroviral treatment using Kaplan Meier to 

estimate survival and Cox regression for the 

analysis. Lost, drop out, transfer out and 

transfer in patients with high risk of death 

were excluded so as not to under estimate 

mortality of infected patients. Secondary data 

in which some important variables were not 

documented well were used and many 

opportunistic infections were presumed 

diagnosis. Pre-processing exercise was 

carried out in order to remove incomplete 
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data before classification and prediction of 

survival took place and more independent 

variables were also used in this study. CD4, 

CD8, viral load, opportunistic infection and 

nutritional status were in this thesis as 

predictive factors. 

 [34] applied logistic regression in 

modelling of survival chances of HIV-

positive patients under highly active 

antiretroviral therapy [HAART] in Nyakach 

District, Kenya. The aim of this study was to 

outline the various social and economic 

factors affecting survival of HIV patients 

under highly active antiretroviral therapy 

[HAART]. The study was expected to 

provide suitable model for predicting the 

chances of survival among the HIV positives 

attending ART clinic in Nyakachi District and 

also provide information for policy makers on 

the factors affecting survival of HIV positive 

ARVs. The strength shows that the survival 

of infected patient under study can be 

improved if their access to socio-economic 

factors is considered. The outcome may only 

be obtained in services that have smaller 

numbers of patients. Socioeconomic factors 

are not enough to predict survival as CD4, 

CD8, viral load, opportunistic infections and 

nutritional status were added to the existing 

study in this paper as predictive factors. 

 

3.0 Methods 
Extensive review of literature on related areas 

in HIV/AIDS survival prediction was carried 

out in order to understand the body of 

knowledge surrounding the area and the 

extent of research alongside the gaps in 

knowledge.  Following this, interview was 

conducted with virologist and Paediatrician in 

order to identify the required survival 

variables for HIV/AIDS survival among 

paediatric patients receiving treatment in 

Nigeria. 

 

3.1 Data Identification and Description 

 The datasets used for this study to 

develop the predictive model for HIV/AIDS 

survival among paediatric patients was 

collected from two [2] tertiary hospitals in 

Nigeria, namely: Obafemi Awolowo 

University Teaching Hospital Complex 

(OAUTHC), Ile-Ife, Osun state and the 

Federal Medical Centre [FMC], Owo, Ondo 

state. The data collected contained the 

variables: age, sex, religion, HAART, weight, 

tribe, CD4 count, viral load, opportunistic 

infection, nutritional status and survival is 

shown in Table 1. 

 The datasets collected contained the 

following information; 97 paediatric patients 

who survived treatment and 119 paediatric 

patients who did not survive the treatment – 

all totalling to 216 records.  79 datasets were 

collected from OAUTHC while 137 datasets 

were collected from FMC. The final dataset 

contained 216 paediatric patients records 

consisting of four identified attribute values 

for the CD4 count, viral load, opportunistic 

infection and the nutritional status of the 

patients as the independent factors while the 

survival status of the HIV/AIDs paediatric 

patient was tagged as the output/dependent 

variable. A description of the variables is as 

follows: 

a. CD4 Status:  is a description of the 

number of white blood cells available in 

every mm
3
 of blood sample collected 

from the pediatric AIDS patient; which 

fights infection in the body – the lesser 

this value the lesser the likelihood of 

surviving AIDS.  It the value is less than 

500 then it is said to be low but if greater 

it is said to be high – it is one of the 

variable of interest in determining the 

survival of pediatric AIDS patients; 

b. Viral Load:  is a description of the 

amount of HIV present in every mm3 of 

blood sample collected from the 

paediatric AIDS patient; it is a nominal 

value which takes a value of high when 

the CD4 status is low and vice versa – it 

is also one of the input variables which is 

used in determining paediatric AIDS 

survival; 

c. Nutritional Status:  is a description of 

the health and nutritional state of the 

pediatric HIV/AIDS patient determined 

by the BMI of each patient; which is a 

nominal value classified as high or low 

depending on the relationship between 

each patient’s age and weight – it is also 
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one of the input variables used in 

predicting paediatric AIDS survival; 

d. Opportunistic infection:  is a 

description of the presence of other 

determining factors like tuberculosis or 

cancer – the presence of these diseases 

reduces the chances of survival of 

disease; which is a nominal value 

classified as yes or no – it is one of the 

input variables used in predicting the 

survival of paediatric AIDS survival; and 

e. Survival:  is a description of the survival 

status of each paediatric AIDS patient 

receiving treatment.  It is an indication of 

whether a patient will survive treatment; 

which is a nominal value classified as 

either yes or no.  It is the required output 

variable. 

 

3.3 Model Formulation and Simulation 

The Bayesian Classification represents a 

supervised learning method as well as a 

statistical method for classification. It 

assumes an underlying probabilistic model 

and it allows us to capture uncertainty about 

the model in a principled way by determining 

probabilities of the outcomes. It can solve 

diagnostic and predictive problems.   

This  Classification  is  named  after  

Thomas  Bayes  (1702-1761), who  proposed  

the  Bayes Theorem. Bayesian  classification  

provides  practical  learning  algorithms  and  

prior  knowledge  and observed  data  can  be  

combined.  Bayesian Classification provides a 

useful perspective for understanding and 

evaluating many learning algorithms. It 

calculates explicit probabilities for hypothesis 

and it is robust to noise in input data. 

The predictive model for HIV/AIDS 

survival was formulated using the naïve 

Bayes’ classifier – a supervised machine 

learning algorithm that is based on the naïve 

Bayes’ statistical theory of conditional 

probability shown in equation [1].   

      (     |          )

  
 (          |     )          

             
                                   

Where: 

i. P[Class]: Prior probability of class 

[survived/not survived] 

ii. P[Attributes]: Prior probability of 

training data attribute values 

iii. P[Attributes|Class] : Probability of 

attribute values given the class 

iv. P[Attributes|Data] : Probability of 

Class given the attribute values 

Equation [2] is derived from [1] and is 

used to estimate the probability of the record 

belonging to either of the two classes 

[survived and not survived] and the 

HIV/AIDS patient is allocated to the class 

with maximum probability as shown in 

equation [3].  Equations [2] and [3] are used 

by the naïve Bayes’ classifier to formulate the 

prediction model for HIV/AIDS paediatric 

patients using the attributes, Xk = 

{CD4_count = “value”, Viral_load=”value”, 

Nutritionl_status=”value”, 

Opportunistic_infection=”value”} and 

allocate a patient to either of class, Ci = 

{Survived, not_survived}. 

         (  |  )

  ∏ (  |  )

 

   

  (  )                                                          

              

    [
 (        |  ) 

 (           |  )
]          

                                                          

The simulation of the predictive model for 

HIV/AIDS survival was performed using the 

Waikato Environment for Knowledge 

Analysis (WEKA) – a light weigh Java-based 

environment of machine learning tools. The 

model was evaluated using a performance 

evaluation tools called the confusion matrix- 

from which other measures of performance 

were evaluated. Every classification 

[prediction] problem can be evaluated using a 

confusion matrix.  This is a diagram that 

displays the results of a prediction model 

figuratively.  It allows a researcher to 

determine the amount of correctly classified 

cases and hence, evaluate the performance of 

a prediction model based on the results.   

The output class is divided into 

positive and negative cases; all predicted 
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positive and negative cases are mapped to the 

actual cases as correct [true 

positives/negatives] and incorrect [false 

positives/negatives] classifications [see 

Figure 1]. Correctly classified cases are 

placed in the true cells [positive and negative] 

while incorrect classifications are placed in 

the false cells (positive and negative). 

i. True positives are correctly classified 

positive cases; 

ii. False positives are incorrectly classified 

positive cases; 

iii. True negatives are correctly classified 

negative cases; and  

iv. False negatives are incorrectly classified 

negative cases. 

From a confusion matrix, different 

measures of the performance of a prediction 

model can be determined using the values of 

the true positive/negatives and false 

positives/negatives (Figure 2).  The 

simulation was performed using the k-fold 

cross-validation technique; in the case of this 

study, the 10-fold cross validation method 

was used which has the following process 

(Figure 3): 

i. The whole dataset is first divided into 

10 parts; 

ii. 9 parts (90%) are used for training while 

leaving 1 part (10%) out for testing; 

iii. The process is repeated 10 times by 

keeping 1 part for training from the first 

part to the last part; and 

iv. The predicted results of the 10 test parts 

are used to evaluate the performance of 

the prediction model developed for the 

study. 

 

4.0 Results 

The classification of each training data was 

performed via the implementation of the 

Naïve Bayes’ classification algorithm which 

calculates the probability and manipulates 

them into the necessary results.  A typical 

demonstration of how this is achieved is 

shown in the following paragraphs.  

For HIV survival model, the variables 

used are: CD4 count, viral load, Opportunistic 

Infections and Nutritional Status and they are 

represented as X [input value] and the output 

class by C – survived and not survived.  

Consider the training data provided and the 

classification of the following data, X 

containing the values of each attributes for 

HIV/AIDS patients identified. 

 

X=(CD4_status(X1)=”value”,viral_load(X2)

=”value”,nutritional_status(X3)=”value”,o

pportunistic_infection(X4)=”value”)  

a. First determine the probability of the 

output class being YES 

 (   |  )
   (  |   )
  (  |   )
  (  |   )
  (  |   )         

b. Second, determine the probability of the 

output class being NO 

 (  |  )
   (  |  )
  (  |  )   (  |  )
  (  |  )        

c. Determine the maximum class 

probability 

             

          (   |  )  (  |  )  

 

Each probability               |          
is calculated using the formula in equation [4] 

below. 

                   (  |  )

  
        

     
                                                   

The results of the simulation of the 

predictive model for the survival of pediatric 

HIV/AIDS patients revealed that out of the 97 

patients that survived the model was able to 

correctly classify 95 patents while 2 were 

misclassified as NO while out of the actual 

119 patients that did not survive the disease, 

the model was able to correctly classify 80 

patients while 39 were misclassified as YES.   

Figure 4 shows a graphical plot of the 

correct and incorrect classifications 

performed by the naïve Bayes’ classifier.  The 

blue crosses identify a Survival (YES) and 

red crosses identify a no survival (NO) while 
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the boxes show misclassifications (i.e. YES 

classified as NO and vice versa).  Figure 5 

also shows the interpretation of the results 

using a confusion matrix from which the 

evaluation measures for the performance of 

the naïve Bayes’ classifier was made. 

Table 2 shows the results of the 

interpretation of the confusion matrix for the 

performance of the predictive model 

developed using the naïve Bayes’ classifier.  

The accuracy of the predictive model was 

determined to be 81.02% owing for the 175 

correct classifications out of the total 216 

records.  The sensitivity (true positive rate) 

was determined to be 97.9% - the percentage 

of Yes cases correctly classified while the 

specificity [true negative rate] was 

determined to be 67.2% - the percentage of 

No cases correctly classified.  The area under 

the ROC curve showed a value of 0.993 – the 

ability of the model to discriminate between 

the patients that survived and did not survive 

was about 99.3%. 

 

5.0 Model Validation Results 

Following the development of the predictive 

model for HIV/AIDS survival prediction 

among pediatric patients, the model had to be 

validated using an external set of historical 

dataset of live clinical data about other 

HIV/AIDS pediatric patient which were not 

included in the training data. 

 Validation is the task of demonstrating 

that the model is a reasonable representation 

of the actual system. It reproduces system 

behaviour with enough fidelity to satisfy 

analysis objectives. Table 3 shows the result 

of the validation of the naïve Bayes’ classifier 

using dataset of some patients and comparing 

the results of the naïve Bayes’ with that of the 

actual results from the tertiary institutions 

considered in the study. 

 The dataset contained 24 records, from 

which naïve Bayes’ classifier was able to 

correctly classify 17 records owing for an 

accuracy of about 71%.  This further 

reaffirms the ability of the predictive model 

for HIV/AIDS survival to predict the survival 

of pediatric HIV/AIDS patients in Nigerian 

pediatrics. 

 

6.0 Discussion 
Following the results of the performance of 

the naïve Bayes’ classifier on the datasets 

provided containing 216 pediatric HIV/AIDS 

survival data, a number of things need to be 

noted. 

 The naïve Bayes’ showed the capacity to 

be able to clearly distinguish between 

pediatric HIV/AIDS patients survival with an 

accuracy of about 81% and the discrimination 

showed a value of about 99.3% owing to the 

value of the area under the ROC curve.  It is 

also clear that the model is able to identify 

patients that will survive (Yes cases) more 

than those that will not survive (NO cases) 

the disease owing from the values of the TP 

and TN rates shown in Table 2. 

 The ability of the predictive model 

developed to misclassify a negative case as a 

positive case was observed to show a value of 

about 32.8% which is quite significant and 

can be reduced by providing more dataset 

about patients that did not survived the 

disease. 

 The result of the validation also further 

justifies the suitability of the developed 

predictive model for the survival of pediatric 

HIV/AIDS patients in Nigeria. 

 

7.0   Conclusion 
Child mortality is a factor that can be 

associated with the well-being of a population 

and taken as one of the development 

indicators of health and socioeconomic status 

in any country. HIV/AIDS epidemic has 

devastated many individuals, families and 

communities. Therefore, in order to reduce 

child mortality which is one of the important 

millennium goals, there is need to have 

effective and efficient model that can be used 

to forecast the survival of Paediatric 

HIV/AIDS patients in South Western Nigeria.  

It will also help individuals, NGO and the 

government to make adjustments in areas 

where these affected children are suffering. 

The naive baye’s predictive model serves as 

an effective model from the analysis above 

and will be recommended for use to predict 

Pediatric HIV/AIDS patients survival  in 

order to justify results collected from the two 

health institutions [FMC, Qwo and 
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OAUTHC, Ile-Ife]. Pediatric HIV/AIDS 

patients’ survival prediction depends on some 

major factors as shown in the result of this 

paper and the factors serves as contributing 

factors to the patient’s status. 
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Table 1.  Variables identified from the data collected for HIV/AIDS survival 

S/N Field Name Sample Values 

1 Sex Male, Female 

2 Age Numeric 

3 Weight Numeric 

4 Tribe Yoruba, Ibo, Idoma, Ibo, Kwale, Isoko, 

Ijaw, Ebira,  

5 Religion Christianity, Islam 

6 Stage 1, 2, 3, 4, none 

7 On HAART Yes, No 

8 CD4 Status High [> 500], Low [< 500] 

9 Viral Load High [if CD4 status is Low], Low [if CD4 

status is High] 

10 Nutritional Status High, Low 

11 Opportunistic Infection [Presence of 

Tuberculosis or Cancer] 

Yes, No 

12 Survival Yes No 
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Figure 1.  Confusion matrix showing the different components 

 

 

 

Figure 2.  Confusion matrix showing the performance metrics 
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                                   Figure 3.   10-Fold Cross Validation Process 

 

                

Figure 4.  Results of the predictive model using naïve Bayes’ classifier 
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Figure 5.  Confusion matrix evaluated from the simulation results 

 

Table 2.  Performance Evaluation Results of the Developed Model 

Performance Metrics Values 

Accuracy 81.0185% 

Correct Classification 175 

Incorrect Classification 41 

True Positive [TP] rate/Sensitivity 0.979 

True Negative [TP] Rate/Specificity 0.672 

False Positive [FP] rate/False Alarm 0.328 

Precision 0.709 

Area under ROC 0.993 

MAE 0.2025 

RMSE 0.292 

RAE 40.9205% 
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Table 3.  Validation Results of the Predictive Model 

CD4 Viral Load 
Nutritional 

Status 

Opportuni

stic 

Infection 

Survival 
Decision 

Tree 

High Low High Yes Yes Yes 

Low High High Yes No No 

High Low Low Yes No Yes 

High Low High Yes Yes Yes 

High Low Low Yes No Yes 

High Low High Yes Yes Yes 

High Low High Yes Yes Yes 

High Low Low Yes No Yes 

High Low High Yes Yes Yes 

Low High Low Yes No No 

Low High Low No No No 

High Low High Yes Yes Yes 

High Low High Yes Yes Yes 

High Low Low Yes Yes Yes 

High Low Low Yes No Yes 

High Low High Yes Yes Yes 

High Low High Yes Yes Yes 

High Low Low Yes No No 

High Low High Yes Yes Yes 
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ABSTRACT 

Examiners have used many techniques in coping with examination malpractice and still we do not have 

an effective approach to examination system. The aim of this work is to combine fingerprint biometric 

and N-types techniques in designing an effective e-examination system. The idea is that fingerprint 

biometric is used as a suitable solution for rapid authentication of users in accessing the questions in the 

exam via the use of biometric devices. Also, an N-type technique is used to generate multiple question 

types for a given subject and map these types to each candidate using the monotonic (1:1) mapping 

scheme such that candidates adjacent to each other do not have the same type even if they are taking the 

same subject in the examination. The system is made up of three components: the pre-registration phase, 

configuration phase, and examination phase. The new system design was tested with data and the result 

shows that the proposed system is highly efficient in verification of user/student fingerprint and allows 

for error free and faster process of conducting and writing examination. 
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1.0 INTRODUCTION 

Examination is a tool or technique intended to 

measure students’ expression of knowledge, 

skills and/or abilities. It is an official exercise 

designed to evaluate knowledge and skills, 

covering the contents of a course or program 

of studies. A test may be administered orally, 

on paper, on a computer, or in a confined area 

that requires a test taker to physically perform 

a set of skills [14]. Examination can be 

conducted manually or electronically. 

Manual/conventional/traditional paper-based 

exams are performed with the use of sheets of 

paper, biros and/or pencil.  

In traditional paper-based examination 

system, eligible students are usually 

authenticated or checked-in manually by the 

examiners. Examiners are also saddled with 

the responsibility of ensuring that students 

comply with the rules of examination conduct. 

There is non-anonymity of teachers in 

traditional paper-based examination system 

i.e. students have knowledge of who will mark 

their answer sheets; hence they can bribe or 

threaten them in order to receive better grades.  

As useful as examinations are, traditional 

paper-based method of conducting 

examination opens way for examination 

malpractices. Having the question-types pre-

printed on the question papers as it is the case 

in some examinations such as Senior 

Secondary Certificate Examination (SSCE), 

Universities Matriculation Examination 

(UME) and Polytechnics and Colleges of 

Education Examination (PCE) has not solved 

the problem of cheating. Often time, 

candidates employ more hands from outside to 

assist in solving different question-types and 

with the aid of invigilators to distribute the 

answers in the exam halls.   

The problems with traditional paper-

based exams are absence of transparency and 

effective preparation of exams, lower grade of 

objectivity, no instant feedback on 

examination result, increased costs, increased 

teacher’s workload, no elaborate feedback on 

teaching success, does not enhance audit 

quality management and bad security.  

Electronic examinations (e-examinations) 

are now a viable alternative method of 

assessing student learning. They provide 

freedom of choice in terms of the location of 

the examination (whether ex-aminations are 

running synchronously or asynchronously) 

and can provide immediate feedback [3]. The 

Electronic examinations are those 

examinations performed through a computer 

where questions and answers are computer 

based rather than sheets of paper. [1] defines 

e-examination as a system that “involves the 

conduct of examinations through the web or 

the intranet”. Electronic examination is of 

great interest from both educational and 

pedagogical points of view. It is aimed to 

resolve many questions and limitations in the 

conventional or traditional paper-based 

examination. It is flexible and handy to use 

with complete question types and excellent 

security strategy so as to make e-examination 

automatic and reduce the cost. It can be used 

for all kinds of different scaled e-examinations 

in different subjects in primary, secondary and 

tertiary institutions and in class examinations 

or exercises [4]. 

Basically, the electronic examination (e-

examination for short) system involves the 

conduct of examinations through the web or 

the intranet. Its aim is to reduce the large 

proportion of workload on examination, 

grading and reviewing. The set of questions 

often used in the e-examination system are 

multiple choice objective tests and quizzes 

that can be formally and easily evaluated 

online.  In essence, e-exam system provides 

the existence of an examination system where 

all exam stages are performed electronically.  

The problems associated with the conduct 

of e-examination are impersonation in the 

examination hall and repetition of examination 

sessions by students. 

In the context of examination, 

impersonation is writing examination on 

behalf of someone else. From research, it has 

been deduced that the main reason why 

impersonation has become very rampant in the 

educational system is because of the desire of 

student to pass at all cost. In traditional paper-

based examination system, exam takers are 

usually identified by examiners. It is the 

responsibility of examiners to make sure that 

each person checked into the examination hall 

http://en.wikipedia.org/wiki/Computer-adaptive_testing


A New Two-Tiered Strategy to E-Examination System 

A.J. Ikuomola 
 

18 

is really supposed to be taking the examination 

he has been checked in for. The aim of doing 

this is to reduce this impersonation problem 

but it has been discovered, however, that the 

problem still persists owing to human 

(examiner) error. The human error comes into 

play when examiners cannot distinctively 

identify each student (e.g. in the case of 

twins).  

In order to solve these problems a two-

tiered strategy to e-examination system was 

proposed. The structure of the new design is 

such that the bulk of questions in the database 

are shuffled and a specific number of 

questions are selected and presented before 

each student. Each of the students has 

different or variant type of questions and 

fingerprint biometric is used as a suitable 

solution for rapid authentication of users in 

accessing the questions in the exam via the use 

of biometric devices because fingerprints have 

permanent attribute unique to an individual. 

[15] Pointed out that fingerprints have been 

universally acceptable in the legal system 

worldwide. It has also been proved over the 

years that fingerprints of each and every 

person are unique [9]. So it helps to uniquely 

identify the students. 

 

2.0 LITERATURE REVIEW 

Electronic examination is of great interest 

from both educational and pedagogical points 

of view. It is aimed to resolve many questions 

and limitations in the conventional or 

traditional examination. It is flexible and 

handy to use with complete question types and 

excellent security strategy so as to make e-

examination automatic and reduce the cost. It 

can be used for all kinds of different scaled e-

examinations in different subjects in primary, 

secondary and tertiary institutions and in class 

examinations or exercises.   

Due to the fact that examination is 

used as a means of determining student’s 

ability, it is therefore, paramount to continue 

to improve on the previous method of 

conducting examination so as to have 100% 

secured examination. From literature, It is 

clear that students who were electronically 

examined performed better than those 

conventionally examined [12]. This leads to 

this research work which is to design a two-

tiered strategy to e-examination system that 

will authenticate users and give legitimate user 

the right to access the exam questions and also 

handle multiple choice examination questions 

and administer an examination process 

effectively without any impersonation or 

examination malpractice. 

There are many biometrics that can be 

utilized for some specific systems but the key 

structure of a biometric system is always the 

same [13]. Biometric systems are basically 

used for one of the two objectives: 

identification [10] and verification [6]. Some 

of the most commonly used biometric systems 

are (i) iris recognition (ii) facial recognition 

(iii) fingerprint identification (iv) voice 

identification (v) DNA identification (vi) hand 

geometry recognition (vii) gait recognition 

(viii) signature verification [8]. Among 

biometric trait, fingerprint is widely accepted 

for person identification because of its 

uniqueness and immutability [2]. 

 

[11] maintained that fingerprints biometric 

scans are the most commonly used biometric 

solution as they are less expensive compared 

with other biometric solutions. According to 

[5], a fingerprint is a unique “pattern of ridges 

and furrows on the surface of a fingertip, the 

formation of which is determined during the 

fetal period”. Fingerprints are unique for each 

individual, where even identical twins have 

different fingerprints. Several scholars 

documented the increase popularity of 

fingerprint biometric-based systems and their 

decline in costs [11]. Similarly, fingerprints 

can be used for authenticating students’ 

submissions of exams via the use of biometric 

devices. Furthermore, [15] pointed out that 

fingerprints have been universally acceptable 

in the legal system worldwide. Fingerprints 

are a permanent attribute unique to an 

individual. Fingerprints can be scanned, 

transmitted and matched with the aid of a 

simple device. [7] pointed out that biometric 

have been commonly employed in replacing 

conventional password systems. Biometric 

devices enable portable scanning and rapid 

identification. Thus, finger biometric can be a 

suitable solution for rapid authentication of 

users. Using a portable device, users can scan 

their fingerprints and send a print image via 



The Journal of Computer Science and its Applications                          Vol. 25, No 1, June,  2018  

 

 

19 

the Internet to the University’s network. The 

network will consist of an authentication 

server that will house a database of students’ 

fingerprints images. The server will then 

process the matching of the transmitted print 

image with a stored copy of the fingerprint 

(called “template”). Following that, the server 

will generate a matching result. Thus, [7] 

predicted that fingerprints based biometric 

would become a household activity in the near 

future. [16] proposed a secured technique for 

matching fingerprints in a biometric system. 

Similarly, to [7] they argued that biometric 

systems enhance security far more than the 

current systems. Biometric systems are more 

accurate as well as simpler to operate 

compared with passwords systems. [16] 

described a fingerprint based biometric system 

in which the fingerprint template is kept in a 

server during initiation. Upon scanning the 

finger, an input device scans a biometric 

signal and transmits it to a server where it is 

processed for matching. In an effort to shield 

the system against security compromises, they 

recommended processing the matching of 

fingerprints images in an embedded device 

rather than the server and only transmitting the 

results to the servers. Furthermore, they 

suggested encrypting the fingerprint template 

prior to storing it on the server. Fingerprints 

templates can be decrypted whenever a 

matching process occurs. [16] provided 

additional solutions useful for building up 

multiple layers of security in fingerprint based 

biometric systems. 

 

3.0 DESIGN METHODOLOY  

3.1 Architecture for a New Two-Tiered 

Strategy to E-Examination System (2TISES)  

Architecture for a new two-tiered strategy to 

e-examination system is shown in figure 1.  

The main task of the 2TISES is to authenticate 

user and give legitimate user/candidate the 

right to access the exam questions and also to 

generate multiple question types for a given 

subject and map these types to each candidate 

using the monotonic (1:1) mapping scheme 

such that candidates adjacent to each other do 

not have the same type even if they are taking 

the same subject examination.  Under the 

procedure design, 2TISES is made up of three 

main components:  pre-registration phase, 

configuration phase and examination phase. 

 
Figure 1: Architecture for a New Two-

Tiered Strategy to E-Examination System 

(2TISES) 

 

Pre-Registration 

At this stage, candidates/students will be 

required to register their data such as name, 

unique identification number (UIN), 

courses/subjects offered and their fingerprint 

will be captured. Image of each student’s 

fingerprint is captured using fingerprint 

sensors in fingerprint identification devices. 

The information collected from each student is 

afterwards stored in the database. The essence 

of storing the collected information in the 

database is to be able to recall them for 

comparison during examination phase. 

 

Configuration Phase  

The system will first have to be configured 

before it can be used for administering any 

examination. Firstly, the subject interface will 

appear where the examiner(s) will enter the 

number of subjects with subject identification 

for each subject that students will be examined 

on. Next is the Question/ Type Interface where 

the number of Questions for each subject as 
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well as the number of types they wish the 

system to generate will be entered into the 

system.  For example, an examiner may have a 

subject A, with 30 questions and would like 

the question types to be 8.   

When this is done, the next step will be an 

Interface that allows the examiner to specify 

either static/dynamic allocation of types to 

each candidate. If static is chosen, then the 

examiner will have to supply each candidate’s 

Unique Identification Number (UIN) together 

with the subject(s) to be taken by each 

candidate. If Dynamic allocation is selected, 

then it is the user that will supply this 

information during the examination phase. 

When this is done, the system will now 

generate a type-set for all subjects to be 

examined and allocate subject type to each 

candidate and this information will be stored 

in a database.   

 

The configuration phase on the client-side 

involves four major sub-phases namely;  

(a) Students’ Pre-Registration: this function 

will authenticate users whenever they 

login and verify if they have previously 

participated in the examination process. If 

verified, the student/candidate is allowed 

into the examination phase.  

(b) Room Information Entry/Seat 

allocation: This function will dynamically 

allocate seats to each registered candidate 

thereby filling up the room. The function 

will detect if a room has been filled up so 

that it can automatically move to the next 

room.  

(c Subjects’ Information Entry: This 

function will allow candidates to select 

their pre-registered subjects and take part 

in the examination for that subject after a 

successful login. The routine just maps the 

type allocated to that students to the 

original question format in order to display 

the correct question. This engine also 

provides for a candidate who is seating for 

multiple subjects to switch between 

subjects while the time slot for the entire 

examination is still valid. The time 

remaining is displayed on top of the Title 

Bar for the Engine’s interface so that the 

candidate is abreast of time used. The 

engine automatically shuts out the student 

when the time slot expires. 

(d) Type Generation: This is the main 

component of the Secured N-Type 

Fingerprint-based E- Examination System. 

This function is capable of creating an N-

Type Question Set for each subject 

registered by an examiner. In designing 

this engine, the following constrains will 

be enforced: 

 (i) Types will be created based on the 

maximum number specified by the 

examiner.  

(ii) Each Type generated will be allocated a 

Unique Type Identifier (UTI). 

(iii) Each subject type will be generated based 

on a pivot key supplied by the examiner. 

The Value of the pivot key will be in the 

neighborhood of the midpoint of the total 

number of questions available for that 

subject. 

(iv) Type keys will be filtered into even, odd 

and prime number arrays.  

(v)  Type keys will now be re-arranged into 

the type key list.  

(vi) Each type key will be saved along with 

the corresponding type list.   

 

Within this engine, we define the degree of 

closeness between 2 types to mean the ordinal 

similarity between corresponding questions 

using their positional reference. Also, we 

define the Type Variance of a particular type, 

which is the overall effect of the degree of 

closeness of that type against all other 

generated types within the Type Set for that 

subject. Mathematically, this can be expressed 

as Type Variance = ∑ degrees of closeness/(n-

1) Where n is the type cardinality. A Type 

variance Value µ for a particular type key is 

regarded as healthy if and only if µ < 0.01. 

This means that if we have One Hundred 

(100) Question types in a type set for a subject 

that 100 candidates are to take, the likelihood 

of two students having the same type will be 

less than one (1%) percent.   

 

Examination Phase  

Students gain entry into this stage haven 

passed through the registration module. There 

will be a login interface where users 

(candidates) are able to access the examination 
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module. The typical security for this area will 

be that each student is expected to login with a 

Unique Identification Number (UIN) and an 

authenticated fingerprint access. 

In this stage, students will first be 

requested to fill in their unique identification 

number, after which they will be required to 

place their right thumbs on a fingerprint 

identification device. The purpose of having 

them place their fingerprints on the device is 

to make sure that the candidate writing the 

examination is actually the one that is 

supposed to write it. A candidate will only 

have been able to successfully pass through 

this stage if he has passed through the initial 

stage (pre-registration stage). In this phase, 

there exists an interconnection structure 

between the fingerprint identification device 

and database. The fingerprint identification 

device is responsible for capturing input 

fingerprint patterns and presenting them for 

comparison. It compares the input pattern with 

that of the database to see if the input 

fingerprint matches one already existing in the 

database. If a student’s fingerprint pattern 

matches an already existing one, the student is 

allowed access to the examination module. In 

case where no match was found, the student is 

denied access into the examination module.   

Every student that gets access into this phase 

is considered a legitimate student, that is, the 

student’s information already exists in the 

database.  

Examination phase is where students 

are faced with the set of questions they are 

expected to find answers to. If during the 

configuration phase the examiner selected 

dynamic allocation, then when the user gains 

access to the system, the subject interface will 

appear where the user will select the subject(s) 

to be taken. After this interface, the system 

now dynamically maps subject(s)-type(s) to 

the candidate and the examination clock 

begins to count down as the student answers 

each question. Since the Format for each 

Question is Multiple Choice Answer, the 

Candidate just enters an appropriate letter 

corresponding to an option in a white coloured 

answer box. This box automatically shades 

itself when an option is entered and reverses 

back to white when the option is erased. The 

user may go back and forth to view each 

question for each subject and may submit all 

answers whenever it is desired. However, if 

the Examination Clock Located on the Title 

Bar of the Window expires, then the user will 

be automatically disabled from doing any 

more work while the Test-Engine collects all 

answers supplied by the user.   

 

Database 

The database is responsible for storing all 

information such as the Questions, all 

Questions type-set generated by some internal 

functions and all users unique identification 

number (UIN) with their subject type(s), 

answers and scores.  Each entry made by the 

each candidate for all subjects both correct and 

incorrect options are collated and stored in the 

database. The database consists of various 

relational tables used for data storage and 

management.  

 

4.0 IMPLEMENTATION AND 

RESULTS 

4.1 Implementation Procedure  

The two (2) categories of software used are 

the system software and the application 

software. The system software consists of the 

operating system which was Windows XP 

professional Service Pack 2. The application 

software architecture is further subdivided into 

three categories; the programming language 

aspect in  which Visual Basic 6.0 was used to 

build the client side architecture, the Microsoft 

Access database system used to develop the 

Server Side architecture and Structured Query 

Language (SQL) used as the Major Link 

Platform between the Client Side and Server 

side. The data used for the implementation 

was collected from the past questions of 

Universities Matriculation Examination 

(UME) conducted by Joint Admission and 

Matriculation Board (JAMB), Nigeria.  Figure 

(2) shows the flowchart/design view of the 

new two-tiered strategy to e-Examination 

System 



A New Two-Tiered Strategy to E-Examination System 

A.J. Ikuomola 
 

22 

 
Figure 2: Flowchart for a New Two-Tiered 

Strategy to E-Examination System 

 

4.2 Results and Discussion 

The design was run and tested and the 

interface designs are shown. 

 

Interface Design 

Figures 3 a & b show the candidate console. 

Before a Candidate can access the e- 

examination area; he/she must have been 

authenticated by the system. Authentication 

requires the placing of the candidate’s right 

thumb on the fingerprint biometric device. On 

the Console in Figure 3a, the student/candidate 

is expected to enter his/her name, unique 

identification number (UIN) and then place 

his/her right thumb on the fingerprint 

identification device attached to the system for 

verification. In figure 3b, the fingerprint 

pattern shows up immediately the student 

clicks OK in the former stage. 

 

 

(a) 

 
(b) 

Figure 3(a & b): Candidate Console for 

Verification 

 

Figure 4 shows that the student is a registered 

candidate and the information about the 

candidate such as the name, UIN and 

photograph are in the database   

 

 
Figure 4: Verified Candidate 

 

Figure 5 shows the candidate console. On the 

Console, there are various tasks that have been 

labeled to guide the user. Each task is initiated 

by clicking on the arrow pointing to it. Here, 

the candidate select his/her registered subject 

which are displayed on the console. 

 
Figure 5: Candidate Console 
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Figure 6 is a message interface that shows up 

after the student select one of the registered 

subject and then clicks on continue in the 

previous stage. Clicking OK in this stage will 

prompt the student to the set of examination 

questions. 

 

 
Figure 6: Prompt Message 

 

Figure 7 shows the internally generated N-

types examination questions set for the subject 

computer studies 

 

 
Figure 7: Question Set 

 

 

5.0 CONCLUSION  

This work presents a solution to the problems 

of traditional paper-based examination. We 

have been able to design and implement a new 

e-Examination System (2TISEES), a system 

that is able to:    

(a)  address major issue of impersonation and 

cheating in e-Exam. 

(b) generate different variants of a question set 

for each subject. 

(c) promote transparency of an examination 

process by making available a real time 

analysis of student’s performance.  

(d) develop a process that will evaluate each 

candidate’s performance and save 

information.  

The performance results indicate that using a 

two-tiered strategy to e-Examination System 

can address the major problems of traditional 

paper-based examination.  
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ABSTRACT 

In this paper, a new search direction vectors are defined for BFGS-CG proposed 

by Ibrahim et al. by combining it with a term from the search direction vector 

expression proposed in modified PRP scheme of Zhang et al. in order to keep the 

descent property of the scheme. In addition, an update parameter of PRP is 

proposed to improve the performance of the algorithm. This new scheme known 

as Extended Hybrid BFGS – CG (EHCG) method is globally convergent with 

Armijo-type line search. Preliminary numerical results show that the method is 

efficient when subjected to comparison with classical PRP, modified PRP and 

conventional BFGS – CG algorithms. 
 

Keywords: Global convergence, Hybrid Conjugate Gradient Method, Sufficient 

Descent Condition, Unconstrained Optimization. 

 

1.0 INTRODUCTION 

ONJUGATE gradient (CG) method is one of 

the many tools used to solve large scale 

unconstrained optimization problems. The 

linear CG method was proposed by Hestenes 

and Stiefel in 1952, as an iterative method for 

solving linear systems of equations with 

positive definite matrices. In 1964, Fletcher and 

Reeves introduced the first CG method to solve 

general unconstrained optimization problems. 

The attractive features of these algorithms are 

that they require no matrix storage and their 

programs are relatively simple. We consider the 

CG methods for solving the following 

unconstrained optimization problem: 

    ( )            (1) 

where         is a continuously 

differentiable function and g(x) is the gradient 

of the objective function  ( ).  
The CG method generates a sequence 

*  +, starting from an initial point     
  , 

using the recurrence relation 

                                (2) 

where    is the current iterate,        , and 

   is a step length which is calculated by a line 

search and    is a search direction given by  

   {
                                                 
                      

   (3) 

where    is as defined above and    is a CG 

method update parameter such that the method 

reduces to the linear conjugate gradient method 

C 
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in the case when f is strictly convex quadratic 

function and the line search is exact. In this 

paper, we compute    using the Armijo line 

search by:  

                (   )   (   ) (4) 

       *       
              +    ( )             

such that  

 (  )   (       )         
   (6) 

Then, the sequence *  +   
 , converged 

to the optimal point,    which minimizes (1). 

Some well-known pioneer CG methods usually 

employed for solving large - scale 

unconstrained optimization problem of the form 

(1) includes; 

  
   

  
   

      
                               

  
    

  
 (       )

      
 

 

  
   
   

     

    
     

 

  
   

  
 (       )

(       )
     

               ( ) 

  
   

     
 (       )

      
   

  
       

     )

      
 
  

         and     denotes Euclidean norm of 

vectors. 

The remaining part of this paper is 

organized as follows. In the next section, we 

discussed related works. Section 3 is devoted to 

the methods and global convergence of the 

method. Numerical results are reported in 

section 4, and we end the paper with conclusion 

in section 5. 

 

2.0 Related work 

It has been shown in the literature that the 

choices of    affect the numerical performance 

of the method, and hence, many researchers 

studied choices of    (see [7-8, 22-23 and 

references therein). The CG methods 

  
     

  
 and   

  
 possess strong global 

convergence properties, but less computational 

performance [23]. On the other hand, the 

  
      

  
 and   

  
 methods in general, may 

not be convergent, but they offer better 

computational performances [22, 23]. The CG 

algorithms, according to formula    
computation, can be classified as classical, 

hybrid, scaled and parametric [8]. The classical 

algorithms are defined by (2) and (3), where the 

CG coefficient is computed as shown in (7).  

Several modified classical methods are found in 

literature (see [1-3, 13, 16-17, 22, 28, 30, 36] 

and references therein). The next categories 

otherwise known as hybrids are derived to 

exploit the exciting features of the classical 

algorithms. The first class of the hybrids 

combines in a projective manner the classical 

CG algorithms while the second class considers 

linear and convex combinations of classical 

schemes. The latter are recently established in 

literature. For instance, among the earliest 

developed hybrid methods may be found in 

Touti - Ahmed and Storey [32] 

  
       *      *  

      
  + (8) 

Gilbert and Nocedal [22] extended this result to 

the case that 
     

      {   
       *  

      
  +    ( )          

Dai and Yuan [18] proposed a hybrid HS-DY, 

that is 

   
      *      *  

     
  +    (10) 

A growing idea of constructing hybrid 

methods is the use of linear and convex 

combinations of classical algorithms to develop 

more robust and efficient schemes. Based on 

this idea, Xu and Kong [34] suggested a linear 

combination of   
  

 and   
  

 methods. The 

parameters    is formulated as  

 

  
( )  {

    
       

              
     

      
                                    

                               

  
( )  {

    
       

               
     

      
                                    

 (  )   

where    and    are non – negative parameters. 

 

The idea of convex combination of CG 

parameters started with Andrei [11] and further 

utilized in [4-7, 20, 21, 29]. In the former, the  

   is calculated as 

    (    )  
        

  
       (12)                                                                     

 while the latter are computed as 

   
    (    )  

       
  

 

   
    (    )  

       
     (  ) 

respectively. 
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The notion of combining the classical 

algorithms and quasi-Newton methods was 

started by Buckley [15]. Several others hybrid 

CG methods in this category can be found in 

[24 – 27, 31, 33]. Ibrahim et al. [24] gave the 

hybrid method known as BFGS - CG and stated 

the search direction    as 

   {
                                                                  
       (          )       

 (14)  

where         is CG coefficient given by  

   
  
     

  
     

             (15) 

and    is the approximate Hessian.  

 

In this paper we focus on hybrid CG 

methods. The other conjugate gradient 

algorithms classified as scaled and parametric 

can be found in [9-10, 14, 35]. However, one of 

the earliest developed three term CG method 

may be found in Beale [13] as another 

important innovation to CG methods. Recently, 

Babaie - Kafaki and Ghanbari [12], gave an 

extension of the three - term CG method 

proposed by Zhang et al. [36]. AbbasH Taqi [1], 

developed a three - term CG algorithm for 

training feed - forward neural networks which 

was a vector based training algorithm derived 

from Davidon-Fletcher-Powell (DFP) quasi - 

Newton and has 0(n) memory. Application of 

the three - term CG method to regression 

analysis was reported by Aliyu et al. [3].  

In this paper, a new hybrid nonlinear 

conjugate gradient method that combines the 

features of two CGMs proposed by Ibrahim et 

al. [24] and Zhang et al. [36] is presented.  

 

3.0 Proposed Approach 

In this section, we describe the EHCG method. 

In order to introduce our method, let us simply 

recall the Broyden-Fletcher-Goldfarb-Shanno 

conjugate gradient (BFGS – CG) method [24] 

in which the update parameter    is defined by 

(10). The authors proved the BFGS - CG 

method can always generate descent directions 

which satisfy the descent condition 

  
                 (16) 

Zhang et al. [36] proposed a three - term CG 

(MPRP) method as 

   {
                                            

      
                 

   (17) 

  

where   
    

  
   

      
            and 

   
  
     

      
  . The authors proposed MPRP 

method to overcome the drawback of PRP as 

one of the CG methods that may not always 

converge for the general objective functions. It 

was reported in [36] that the parameter    as 

stated above guaranteed that    provides a 

descent direction of   at   . Hybridization of 

various CG methods spawned a new era in CG 

methods involving large scale unconstrained 

optimization problems, and this constitute an 

excellent choice for the solution of 

unconstrained optimization problem (1). 

Motivated by the exciting performance of the 

methods [24, 36] we propose a hybrid search 

direction    that combines the concepts of 

BFGS - CG and MPRP formulas to come up 

with 

   {
                                                                    

       (      
       )           

 (18) where 

   ,    
  
     

      
 ,           ,   

   
 is 

a scalar called the CG (update) parameter. This 

new formula possesses the good properties of 

the BFGS - CG and also that of MPRP methods. 

The standard CG coefficient: PRP was used to 

establish EHCG. Consequently, we summarize 

this obvious result as the following theorem. 

Theorem 3.1: Let    be defined by (18). Then, 

   satisfies the descent condition (12).   

Based on theorem 3.1, a CG algorithm to 

implement the proposed method is given as 

follows: 

 

Algorithm 3.2 (EHCG Method) 

1.  Given a starting point    and      , 
choose values for      and   and set k=1 

2.  Terminate if   (    )     
   or  

         
3.  Calculate the search direction by (18). 

4.  Calculate the step size     by (5). 

5.  Compute the difference between       
     and           . 

6.  Update    by (8) to obtain     . 
7.  Set k = k + 1 and go to Step 1. 



Extended Hybrid Conjugate Gradient Method for Unconstrained Optimization 

A. Osinuga, I. O. Olofin
 

 

 

28 

3.3 Convergence Analysis 

To establish the global convergence of our 

method, we make the following basic 

assumptions on the objective function which 

have been used in literature. 

Assumption 3.1: Consider the following. 

A: f is bounded below on the level set   
*       ( )   (  )+ where    is the 

starting point. 

B: In some neighborhood N of S, the function   
is continuously differentiable and its gradient, 

 ( )    ( ), is Lipschitz continous, i.e. there 

exist a constant L > 0 such that 

  ( )   ( )                (19) 

for all        
Under assumption (A) and (B) on f, we state the 

following famous Zoutendijk condition in [37] 

as a lemma. 

 

Lemma 3.2: Suppose that assumptions (A) and 

(B) hold. If the CGM satisfies   
      (  

  
   

  
)     

   and the step length    

satisfies the Armijo inexact line search (6), then 

∑
 (  
   )

 

     

 
                  (20) 

A straight forward proof of this lemma can be 

found in [16]. From lemma (3.2) we have the 

following theorem which presents the global 

convergence of the proposed method. 

 

Theorem 3.3 (Global Convergence): Suppose 

that assumption (A) and (B) hold. Let 

*        + be generated by algorithm 3.1 and 

   determined by the Armijo line search (6), 

then, 

                            (21) 

Proof: Let 

                            (22) 

then        , there exists a constant n > 0 

such that     
   ;    . Since 

                

       
    

       
           (23) 

    
     

       
    

       
 (  )  

    
    

       
      

     
    (25) 

Divide through by (  
   )

  
    

 

(  
   )

 
 
  
       

 

(  
   )

 
 
    

 

(  
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Since 
    

 

(  
   )

 
 

 

    
 , then 

      
 

(    
   )

  ∑
 

    
  

 

 
               (  )  

This implies 

∑
 (  
   )

 

     

 
                                 (  )  

which contradicts lemma 3.2. Hence, the result 

is proved. 

 

4.0 Numerical Results and Discussion 

In this section, we consider some test problems 

to validate the numerical strength of our method 

versus some methods in existence such as PRP, 

BFGS - CG and MPRP. The test problems are 

from the unconstrained optimization problems 

in [7] with dimensions varying from 2 to 1000. 

For the Armijo inexact line search, we use 

     , the stopping criteria used are       
     or the number of iterations exceeds a limit 

of 10,000. To better compare the numerical 

performance of our proposed method against 

some known CG methods, performance profiles 

of Dolan and More [19] was used. Performance 

profiles were drawn for the above methods. In 

general  ( ) is the fraction of problems with 

performance ratio   thus, a solver with high 

values of  ( ) is preferable. The 

implementation of the numerical tests was 

performed on Samsung Notebook PC, Windows 

8 operating system, and Matlab 2013 languages. 

 
Figure 4.1: Performance Profile based on 
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numbers of iteration for EHCG  versus PRP, 

BFGS – CG, and MRP. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Performance Profile based on CPU 

time for EHCG versus PRP, BFGS – CG, and 

MRP. 

 

We compared the performance of the 

new method EHCG with those of PRP, BFGS - 

CG and MPRP, using the Armijo inexact line 

search.  Figures 4.1 and 4.2 above, show the 

performance profiles of each method based on 

the number of iterations and CPU time 

respectively. Table 4.3 list the problem 

functions, and table 4.4 show our numerical 

results by numbers of iteration and CPU time 

respectively. With respect to the number of 

iterations and CPU time, for the test problems 

examined. EHCG performed much better than 

the others did. It outperforms the PRP, BFGS - 

CG, MPRP for over 90% of the test problems. 

In addition, it is also the fastest solver. MPRP 

method presents the worst performance, since it 

does not solve all the test problems for both 

performance of iteration numbers and CPU 

times. 

No Test 

Problems 

Dim Initial points 

1. Extended 

Matyas 

2 [1, 1], [5, 5], [10, 10], [50, 50] 

2. Extended 

Booth 

2 [10,10], [20,20], [50,50], [100, 

100] 

3. The six-hump 4 [1,1], [2,2], [5,5], [10,10], [-10,-

10], [8,8], [-8,-8] 

4. Extended 

Wood 

4 [-1,-1,-1,-1], [-3, -1, -3, -1],  [-2, -1, 

-2, -1], [-4, -1, -4, -1] 

5. Ext. Freud. & 

Roth 

2,4 [2,2], [-2,-2], [5,5], [-5,-5], [8,8], [-

8,-8], [10,10], [-10,-10] 

6. Quadratic 2, 4, 10 [5,5] , [20,20], [23,23], [50,50] 

7. Extended 

Maratos 

2, 4, 10 [0,0], [0.5,5], [10, 0.5], [70,70] 

8. Raydan 1 2, 4, 10, 100 [1,1,1] 

9. Quadratic QF1 2, 4, 10, 100 [5,5], [7,7], [10,10], [100,100] 

10. White & Holst 2, 4, 10, 100, 

500, 1000 

[-3,-3], [6,6], [10,10], [3,3] 

11. Diagonal 4 2, 4, 10, 100, 

500, 1000 

[2,2], [5,5], [10,10], [15,15] 

12. Ext 

Rosenbrock 

2, 4, 10, 100, 

500, 1000 

[13,13], [16,16], [20,20], [30,30] 
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TABLE I: LIST OF PROBLEM FUNCTIONS 

 
TABLE II: NUMERICAL RESULTS OF PRP, BFGS - CG, MPRP, EHCG 

Problem Dim Initial point PRP BFGS - CG MPRP EHCG 

Quadratic  2 [5,5] 31/0.3360 58/0.0633 325/5.2992 17/0.0318 

Quadratic  2 [50,50] 35/0.0401 54/0.4104 711/11.7380 6/0.0069 

Quadratic  4 [20,20] 25/0.0146 30/0.1573 228/3.7896 10/0.0124 

Quadratic 10 [20,20] 72/0.0445 135/0.2195 1736/28.2087 6/0.0087 

Quadratic 10 [50,50] 98/0.0601 30/0.0912 715/8.6668 7/0.0084 

Quadratic 1000 [23,23] NAN/NAN 3/0.4231 NAN/NAN 6/2.1984 

Quadratic 1000 [50,50] NAN/NAN 3/0.9195 NAN/NAN 2/0.5595 

Diagonal 4 2 [2,2] 33/0.0580 23/0.0438 184/1.8226 6/0.0087 

Diagonal 4 2 [10,10] 67/0.0945 35/0.0850 132/1.3688 7/0.0107 

Diagonal 4 4 [2,2] 33/0.0612 23/0.1238 184/2.0710 6/0.0082 

Diagonal 4 4 [10,10] 69/0.0848 36/0.0908 132/1.5361 7/0.0116 

Diagonal 4 10 [2,2] 35/0.0787 24/ 0.1784 184 /2.1314 6/0.0113 

Diagonal 4 10 [10,10] 73/0.1057 37/0.0918 132/1.5249 7/0.0238 

Ext. Himmelblau 2 [200, 200] 22/0.0345 73/0.1606 713/15.4565 6/0.0227 

White & Holst 2 [3,3] NAN/NAN NAN/NAN 2627/52.7431 8/0.0239 

White & Holst 2 [-3,-3] NAN/NAN NAN/NAN 989/17.289 8/0.0651 

White & Holst 2 [6,6] NAN/NAN NAN/NAN NAN/NAN 7/0.0232 

White & Holst 2 [10,10] NAN/NAN NAN/NAN NAN/NAN 6/0.0479 

Ext. Beale 2 [3,3] 57/0.1153 48/0.2374 492/18.8939 6/0.0420 

Ext. Beale 2 [15,15] 58/0.1029 21/0.0706 251/9.3354 8/0.0420 

Ext. Beale 2 [ 30,30] 98/0.1886 64/0.3261 333/12.8411 9/0.0336 

Ext. Beale 4 [3,3] 57/0.1135 44/0.1078 492/21.3876 6/0.0150 

Ext. Beale 4 [15,15] 60/0.0954 21/0.0895 251/9.7683 8/0.0286 

Ext. Beale 4 [ 30,30] 100/0.2294 64/0.3241 333/12.6049 9/0.0396 

Ext. Beale 100 [3,3] 65/0.3404 1494/10.6575 490/18.3003 6/0.0305 

Ext. Beale 100 [15,15] 58/0.2104 29/0.4808 251/9.7950 8/0.0648 

Ext. Beale 100 [ 30,30] 102/0.3540 41/0.3616 333/12.9407 9/0.1005 

Extended Hiebert 10 [500,500] NAN/NAN 118/0.6289 3170/24.0182 6/0.0688 

Extended Hiebert 10 [1000,1000] NAN/NAN 97/0.3222 2958/18.3399 6/0.0106 

Ext. Maratos 2 [0,0] 50/0.0815 3/0.0998 1260/24.5174 3/0.0208 

Ext. Maratos 2 [10,0.5] 108/0.1430 22720/32.6646 502/8.7722 6/0.0319 

Ext. Cliff 2 [10,10] 100/0.1235 464/1.6146 345/8.4100 6/0.0204 

Ext. Cliff 2 [500,500] 190/0.2588 33/0.1253 325/6.1384 19/0.0742 

Ext. Cliff 2 [1000,1000] 161/0.1792 32/0.0652 286/6.5715 11/0.0095 

Cube 2 [10,10] 88/0.1009 154/0.3169 705/8.1842 6/0.0229 

Cube 2 [1000,1000] 976/1.3534 2/0.1010 657/11.5127 6/0.0263 

Powell Badly Scale 2 [10,10] 33/0.0832 2142/9.7200 159/4.8948 6/0.0223 

Powell Badly Scale 2 [100,100] 33/0.0622 4/0.0288 469/16.1062 6/0.0369 

Powell Badly Scale 2 [1000,1000] 39/0.0950 4/0.0224 117/3.1630 7/0.0414 

Ext. Quad. Penalty 

QP1 

2 [500,500] 33/0.0321 1146/2.2348 467/7.9047 11/0.0377 

Ext. Quad. Penalty 

QP1 

2 [1000,1000] 33/0.0364 1572/3.9050 359/6.0646 8/0.0302 

Arwhead 2 [100,100] 36/0.0422 98/0.1485 173/3.4828 11/0.0236 

Arwhead 2 [500,500] 52/0.0582 57/0.0868 196/3.9045 11/0.0164 

Arwhead 2 [1000,1000] 50/0.0627 45/0.1254 199/3.8135 11/0.0306 

Dim: dimension of the test problem. The detailed numerical results are listed in the form NI/CPU, 

where NI denotes the number of iterations and CPU time in seconds, respectively
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5.0 Conclusion 

In this paper, we have proposed a new 

algorithm called extended hybrid BFGS - CG 

method (EHCG) that possesses the descent 

condition and also globally convergent. This 

new hybrid conjugate gradient method was 

combined with a standard CG coefficient 

which has been used extensively by numerous 

researchers. The method was tested on a 

number of unconstrained optimization 

problems, and the results show that the 

proposed method is quite efficient. As part of 

our future research, numerical computations 

of our proposed method will be carried out 

with other line search procedures. 
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ABSTRACT 

Internet has become the primary medium for Human Resource Management, specifically job recruitment and 

employment process. Classical job recruitment portals on the Internet rely on the keyword based search 

technique in plain text to locate jobs. However, this technique results in high recall, low precision and without 

considering the semantic similarity between these keywords. Many researchers have proposed semantic 

matching approaches by developing ontologies as a reference to determine matching accuracy qualitatively, 

however these approaches do not quantify how closely matched applicants and employers are, based on core 

skills. This paper proposes a technique that uses an ontology based approach to enhance keyword searching by 

leveraging on the similarity between concepts in the ontology, which represent core skills needed and required 

for a job in order to determine how closely matched an applicant is to a job advertisement and vice-versa. This 

was achieved by developing a CV Ontology based on core skills, annotating applicant profiles and job profiles 

using a common vocabulary and modifying the semantic concept similarity algorithm to accurately compute 

and rank matching score between profiles when a query is performed. The results showed improvements of 

54% and 36% for Recall and F-measure respectively, over [21]. 

 
 

Keywords: Ontology, Semantic, Algorithm, Core Skills, OWL. 
 

 

 

1.0 INTRODUCTION  

The Internet has become the primary medium for 

recruitment and employment processes. 

Jobberman’s Online Recruitment Service Report 

(2015) claims that applications on its job 

recruitment portal increased by over 50% 

between May and September 2015. This clearly 

indicates an upward trajectory in online job 

portals being a major player in contemporary job 

recruitment process. The relevance of the 

Internet in job recruitment process cannot be 

overemphasized, more than three-quarter of the 

age class qualified for recruitment are active 

internet users and there is an increasing number 

of companies that publish their job vacancies on 

the web [17]. Most classical search engines and 

search mechanism adopted by online job 

recruitment portals rely heavily on containment 

THE JOURNAL OF COMPUTER 
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of keywords in free text before search results are 

returned. This may produce a lot of result from a 

submitted keyword or phrase but many of these 

results may be irrelevant to user’s need. 

Therefore, a user may have to navigate through a 

large number of results to find a domain specific 

results. Many researchers have proposed several 

semantic matching approaches and have 

developed prototype job portals to effectively 

match job seekers with corresponding job 

postings [15].  They achieved this by 

developing human resource or Curriculum vitae 

(CV) ontologies using controlled vocabularies to 

determine how applicants are closely related to 

job positions advertised. however, how to 

quantitatively and precisely match job seekers 

with available job postings based on semantic 

similarity between their core skills and 

competences relative to the core skills and 

competences required for the advertised jobs and 

also ranking the search according to the semantic 

closeness between applicant profile and job 

profile relative to their respective core skills set 

was not provided. Lack of such matching may 

lead to imprecision and lack of overall 

effectiveness in matching between available jobs 

and qualified candidates.  This paper therefore 

seeks to address the above mentioned problems 

by developing a CV  Ontology based on core 

skills,  annotating applicant profiles and job 

profiles using a common vocabulary and 

modifying and implementing the semantic 

concept similarity matching algorithm to 

accurately compute and rank matching score 

between profiles when a query is performed. 

 

2.0 Related work 

Several works have been carried out in recent 

times in order to improve the quality of online 

job recruitment using ontologies in particular 

and semantic web technologies in general. A 

system that focuses on the semantic modeling of 

online recruitment documents was proposed in 

[8], the author   developed an ontology for the 

database field. The proposed ontology is inspired 

from the common parts, which were considered 

significant to CVs and job offers in the field of 

databases. Furthermore they bring clarifications 

regarding the essential concepts for the semantic 

modeling of online recruitment systems, field 

ontology, semantic annotation, semantic 

indexing, and semantic association of 

documents. 

[10] Proposed a framework for building 

intelligent interoperable applications for 

employment system. This was achieved by 

collaborating between distributed 

heterogeneous data models using semantic web 

technologies. The objective of their work is to 

provide a better inference system for the query 

against dynamic collection of information in 

collaborating data model. Their employment 

exchange system provides interface for the 

users to register their details thereby managing 

the knowledge base dynamically. Semantic 

server transforms the queries from the employer 

and jobseeker semantically for possible 

integration of the two heterogeneous data 

models to drive intelligent inference. The 

semantic agent reconciles the syntax and 

semantic conflicts which exists among the 

contributing ontologies in different granularity 

levels and performs automatic integration of 

two source ontologies and gives response to the 

user.  

 

[11] Proposed an approach to job matching with 

user provided information, referred to as 

parameters. Common parameters for job 

matching includes domain of job, job title, 

position, knowledge, experience, location, 

salary etc.  Predefined rules assign weighting 

factor to each parameter and defining how 

matching results could be filtered and ranked to 

produce job matching results. The used an 

auto-filling technique in places where a 

candidate has missed out certain important 

information in their resume.  The auto-filing 

utilized the self-learning engine to collect 

information, analyses the data and auto 

generates standard template for different 

categories group. The standard template is 

categorized based on some parameters such as 

qualification, education background and job 

experience. Their proposed self-learning engine 
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uses the advantage of ontology to make 

inference from data in order to discover missing 

parameters as well as new relationship among 

the parameters. The inference techniques also 

improve the possible inconsistencies of various 

parameters. The system then performs a final 

job matching based on direct parameters 

extracted from user input and dynamically 

populated parameters from matched standard 

template.  

 

[22] Proposed a qualitative assessment of 

resumes on the basis of different quality 

parameters using a simple text analytic based 

approach for a resume collection. The resume 

collection is assessed for two qualitative 

aspects, coverage and comprehensibility; and 

these ratings are transformed into a 

comprehensive quality rating. All the quality 

parameters are collectively measured into a 

combined 1 to 5 rating scale for determining the 

quality metric for the resumes. While for 

coverage, it is simpler; but in case of 

comprehensibility, it is a bit complex and tricky 

to transform computed values to 1 to 5 scale 

rating. Nevertheless, the algorithmic 

formulation was used in an annotation and 

recommendation system. 

[21] Proposed a technique that uses ontologies 

to implement a query augmentation that 

improves defining the context through users 

adding suggestions of relevant keywords which 

represent core skills needed for a particular job 

or task. The intuition is that by searching based 

on core skills, the context narrows, making it 

easier to search for any consultant matching a 

specific assignment or a job seeker searching 

for a particular job. In his work he claims that 

the Human Resource Management Ontology 

was better suited for storing information rather 

than applying relations between the 

information. The author created an ontology 

based on core skills which gives more freedom 

when querying with SPARQL.  

 

3.0 Proposed Approach 

In This section we discuss the system 

architecture and the modified semantic concept 

similarity Matching Algorithm 
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Applicant 
profile Job Profile

Ontology

Concept extraction

(D2RQ Engine)

Apache HTTP 
Server

Sem-sim computation concept-concept

Sem-sim computation Profile to Profile

Ranking Based on Sem-sim

Data layer Application Logic Layer

Front end user interface

 
 Figure 1: System Architecture

 

3.1 System Architecture 

The system architecture illustrates the different 

levels of functionality of the proposed ontology 

based job recruitment portal. The system 

comprises of three major components or layers.  

 

3.1.2 Data Layer 

At this layer, the job applicant’s full profile and 

the Employer profiles with job adverts 

originally stored in a MySQL database are 

converted to RDF format using the D2RQ 

platform. The D2RQ engine, is a system for 

accessing relational databases as RDF graphs 

and also allows data stored in RDF to be queried 

using SPARQL. When a query is performed, 

core skills are extracted from the applicant and 

job profiles. Core skills represents concepts on 

the ontology. These core skills are accessed by 

the application logic engine from D2RQ for 

semantic similarity computation 

 

 

3.1.3 Application Logic Layer 

At this layer, classes which represent core skills 

required in the programming domain initially 

implemented in an OWL file, are accessed in 

Java using the OWL2Java framework.  The 

Modified Semantic similarity matching 

Algorithm is deployed to the ontology where 

the weight values are assigned to the edges 

between classes. Furthermore the semantic 

matching of job profiles and applicant profiles 

is performed by computing the semantic 

similarity of the core skills and further ranking 

based on semantic similarity in relation to the 

ontology. . 

 

3.1.4 User interface/Front end layer 

On top of the architecture is the front 

end layer which offers a browser-based 

user interface, which accepts input from 

users by forms: These forms are used for 

login and entering details on user 

profiles. Ranked query results are also 

displayed to the users. 



An Ontology Based Approach for improving Job Search in Online Job Portals 

O. S. Dada, A. F. D. Kana, S. E. Abdullahi
 

 

38 

 

3.2 The Modified Algorithm 

The modified concept similarity matching 

algorithm based on semantic distance adopts the 

approach used in [9] where four macro steps are 

considered in computing semantic similarity 

between two concepts. However, in this work 

the semantic similarity is not between only two 

concepts, but rather a job profile and an 

applicant profile which both contain multiple 

skills. The algorithm therefore computes the 

semantic similarity between all the skills in a 

job profile with all the skills in an applicant 

profile in pairs and obtains a total.  For a 

particular applicant profile, it repeats this 

against all the available job profiles and vice 

versa on the portal. It further sorts and returns in 

ascending order all the jobs for which a 

particular candidate is qualified for or all the 

available candidates qualified for a particular 

job which represents a ranking mechanism 

based on semantic similarity.   

The algorithm allocates the weight value 

to the edge between concept nodes using the 

weight allocation function defined in [9]. Given 

two concepts          , the weight allocation 

function is given as. 

W[sub(     )] = 1 + 
 

              (1) 

Equation 1 is the weight allocation function for 

Parent-child node and sibling nodes. Where, 

depth(C) is the depth of concept C from the root 

concept to node., K is a predefined factor larger 

than 1 indicating the rate at which the weight 

values decrease along the ontology hierarchy. 

The equation has two fundamental properties: 

(a) The semantic differences between upper 

level concepts are higher than those between 

lower level concepts, in other words, two 

general concepts are less similar than two 

specialized ones. (b) The distance between 

sibling concepts is greater than the distance 

between parent and child concepts. Specially, 

the depth of root is zero and the depth of other 

concepts is equal to their path length to root 

concept node. 

 

 

ALGORITHM: Modified Concept Similarity 

Matching Algorithm for Profile Matching and 

ranking 

 
Algorithm Searching                     }) 

// P is the profile to search 

// Z is the set of profiles being searched 

// f [0 . . . n] is an array of skills of P 

// k [i] is an array of skills of z 

//    is the root node 

// v is the total number of concepts on the ontology                                                                           

// H [][] is an array which hold weights between node 

edges   

1 H [][]    Weights  

2  For each         

3     k [ ]  core skills of z  

4     Sum     0 

5     For i = 0 to k.length - 1 

6        For j = 0 to f.length - 1 

7          If k[i] = f[j] then 

8       Sem_Dis (k[i], f[j]) = 0 

9          Else if there exists the direct path relation 

              between k[i] and f[j] 

10   Sem_Dis (k[i], f[j])  

=    [sub (H, k[i], f[j])] 

11          Else if there exists the indirect path relation  

                 between k[i] and f[j] 

12            Sem_Dis (k[i], f[j])  

                = ∑    [sub (H, k[i], f[j]) 

13          Else 

14               Sem_Dis (k[i], f[j]) = 
                     min {Sem_Dis          }  

                    + min {Sem_Dis          }                                                                 

15       End for loop 

16       Sum+= Sem_Dis 

17     End for loop 

18  Q[]. Profile = Z 

19  Q[]. Sem_Dis = Sum 

// sort Q based on the value 

20  End for each 

21  Q[].Sort (Sem_Dis) 

 

3.3 Designing the Ontology 

The first step requires that the domain and scope 

of the ontology to be designed must be 

determined. For this ontology, the domain is the 

computer programming languages and the 

scope is to model the basic information as 

regards core skills/concepts that are associated 

with Job positions in the aforementioned 
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domain.  Two super classes were created for 

the ontology in this work. Firstly is the “Person 

class” which comprises of two subclasses which 

are the employer and the applicant class.  The 

second is the “Programming language class” 

which comprises of two major subclasses which 

are, Hardware development based programming 

languages subclass and Software development 

based programming language subclass. 

Hardware development based programming 

languages subclass: This class consists of 

programming languages often required by 

employers who need programmers for the 

purpose of hardware development. These 

programs are commonly used in coding 

electronic circuits and digital logic circuits. 

Some of the sub classes used under this category 

include Assembly, Lisp, Matlab, Pascal and 

also Hardware Development Language (HDL). 

HDL class comprises of two sub classes which 

are Analog and Digital. Software development 

based programming languages subclass: This 

class was populated with major programming 

languages required in the software development 

circles relative to the needs of the employer. 

They include C++, C#, Delphi, Java, Ruby, 

Perl, Objective C, Python, MacRuby, Swift and 

Visual Basic. The Software Development class 

had one major sub-class which is Web 

development based programming which is 

further broken down into two other major 

sub-classes these are Classical web 

programming languages and Semantic web 

programming languages. Classical web based 

programming languages are programming 

languages required by employers for the 

development of classical web systems and 

applications, This was further subdivided into 

two main classes often times as required by 

employers, which are  Front-end Path  and 

Full-Stack Path. These two subclasses were 

populated with sub classes as shown in the 

figures 2 and 3. Semantic Web based 

programming languages includes Languages 

often required by employers for the 

development of semantic web based systems 

and applications basically OWL RDF and 

XML.  

 

It is important to note that the classes and 

sub-classes created in this ontology which 

represents core skills and concepts required for 

employment in the programming languages 

domain are not exhaustive but good enough for 

our proposed modified concept similarity 

matching algorithm to operate upon. The 

ontology was developed in Protégé.  

 

 
Figure 2: View of CV ontology on 

Ontograph 

 

 

Figure 3: View of CV ontology on Protégé 

 

4.0 Results and Discussion 

The following performance metrics were used 

to determine the performance of our system: 

i. Precision 

ii. Recall. 

iii. F-Measure 

Comparison with work by [21] using measure 

(i), (ii) & (iii) based on the number of web pages 

to be used for evaluation. 
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Precision, also known as Positive Predictive 

Value (PPV), primarily it is used to show how 

useful search results are. Precision and recall are 

units of measurement that show an indication of 

how well a system performs when querying for 

relevant documents. Given a set of documents 

divided into relevant and non -relevant 

documents, Precision measures how many of 

the documents retrieved by a search are relevant 

[21]. It’s given by Eq. (2) 

 

   
                                               

                   
  (2) 

 

Recall, sometimes also known as Sensitivity or 

True Positive Rate (TPR), is similar to precision 

but looks at how many of the relevant 

documents are actually retrieved[21].It’s given 

by Eq. (3) 

 

 
                                               

                  
  (3) 

 

F-measure is a combination of both precision 

and recall, and is a harmonic mean of both the 

measurements. It tries to give a better 

measurement of "effectiveness" than recall and 

precision alone are able to accomplish 

F-measure, sometimes also called F-score, has 

multiple definitions but its main one is defined 

as follows [21]. It’s given by Eq. (4) 

 

F-measure = 2   
                  

                 
 (4)                               

  

4.1 Data Set 

A Total of two hundred and forty (160) 

applicant and employer profiles were created. 

There were eighty (80) profiles for two core 

skills, three, and four respectively, all relative to 

the ontology. A total of sixty (60) profiles were 

used to test the Precision, Recall and F-measure 

of the search. The same set of data set were also 

used to test the performance of [21]. 

 

 

 

 

 

Table 1: Results Obtained for Proposed Portal 

 
  

Table 2: Results Obtained (Tran, 2016) 

 

 

 

Figure 4: The aggregates of the results obtained 

in this work as compared to Tran (2016) shows 

that an improvement of 54% and 36% were 

obtained over Tran (2016) for Recall and 

F-Measure Respectively 
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Some of the observations made from the results 

obtained are summarized as follows:  

i) Our experiments indicate that the search and 

matching is performed to specification since it 

was able to get a ranked list of all jobs available 

on the portal relative to the ontology according 

to the core skills of the applicant or employer. 

ii) From the results obtained from this work 

there were relative improvements of 54% and 

36% over Tran (2016) for Recall and F-Measure 

respectively these improvements were obtained 

as a result of the implementation of the concept 

similarity matching algorithm deployed on the 

ontology as against just leveraging SPARQL 

query used in [21]. However in the work of [21] 

a 100% Precision is recorded as against an 

average of 90% in this work. This is because 

SPARQL query retrieves only profiles that 

exactly match the query, thereby making all 

retrieved profiles relevant to the search. 

iii) Query relaxation was achieved as evident in 

the recall rate, which is 100%. This indicates 

that all candidate profile on the portal are 

compared against all the jobs and are indexed in 

the search result. This is contrary to [21] where 

only best fit candidates are returned. 

 

5.0 Conclusion 

In this research work, a modified concept 

similarity matching algorithm was deployed to a 

CV ontology in order to match core skills of 

applicants to employers more accurately. From 

the results of experiments carried out on the 

implemented system, the searching and 

matching technique recorded an improvement 

in accuracy of matching. Results affirm the 

relevance of the concept similarity matching 

algorithm in determining ontolological 

closeness or similarities between concepts on an 

ontology and how it can be applied to improve 

the employment process. 
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Abstract: Face  detection  technology  has  widely  attracted attention  due  to  its  enormous  

application  value  and  market potential, such as face recognition and video surveillance system. 

Real-time  face  detection  not  only  is  one  part  of  the  automatic face  recognition  system  

but  also  fast becoming an  independent research  subject. As such, there are many approaches to 

solve face detection problems. This paper introduces a new approach in automatic attendance 

management systems, extended with computer vision algorithms. We propose using real time 

face detection algorithms integrated on an existing Learning Management System (LMS), which 

automatically detects and registers students attending on a lecture.  The  system  represents  a  

supplemental  tool  for instructors, combining algorithms used in machine learning with adaptive  

methods  used  to  track  facial  changes  during  a  longer period of time. This  new system  aims 

to  be less time consuming than  traditional  methods,  at  the  same  time  being  non-intrusive 

and  does not  interfere  with  the  regular  teaching  process.  The  tool promises to offer accurate 

results and a more detailed reporting system  which  shows  student  activity  and  attendance  in  

a classroom. 

Keywords: Face Recognition, Attendance, Principal Component analysis, Feature 

Extraction, Machine learning. 
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1.0 INTRODUCTION 

The consequences of low attendance are serious 

and not just affect the students who miss school 

but also affect the community. The attendance 

rate tells us the average percentage of students 

attending school in each day in the given year. 

Sometimes students and parents might question 

why school attendance is so important. Parents 

might think it is not worth fighting with their 

child to get out of bed and make them to go to the 

school. 

Traditionally student’s attendance is taken 

manually by using attendance sheet, given by the 

faculty member in class. The Current attendance 

marking methods are monotonous & time 

consuming. Manually recorded attendance can be 

easily manipulated. Moreover, it is difficult to 

individually identify each student, in a large 

classroom environment with distributed branches 

whether the authenticated students are actually 

responding or not.  Hence the paper is proposed 

to tackle these crucial issues.  

Face recognition is as old as computer vision, 

both because of the practical importance of the 

topic and theoretical interest from cognitive 

scientists. Despite the fact that other methods of 

identification (such as fingerprints, or iris scans) 

can be more accurate, face recognition has 

always remains a major focus of research 

because of its non-invasive nature and because it 

is people's primary method of person 

identification. Face recognition technology is 

gradually evolving to a universal biometric 

solution since it requires virtually zero effort 

from the user end while compared with other 

biometric options. Biometric face recognition is 

basically used in three main domains: time 

attendance systems and employee management; 

visitor management systems; and last but not the 

least authorization systems and access control 

systems. 

Facial recognition or face recognition as it is 

often referred to, analyses characteristics of a 

person's face image input through a camera. It 

measures overall facial structure, distances 

between eyes, nose, mouth, and jaw edges. These 

measurements are retained in a database and used 

as a comparison when a user stands before the 

camera. One of the strongest positive aspects of 

facial recognition is that it is non-intrusive. 

Verification or identification can be 

accomplished from two feet away or more, 

without requiring the user to wait for long 

periods of time or do anything more than look at 

the camera.  

Maintaining the attendance is very important in 

all the institutes for checking the performance of 

employees. Every institute has its own method in 

this regard. Some take attendance manually using 

the old paper or file based approach and some 

have adopted methods of automatic attendance 

using some biometric techniques. But in these 

methods, employees have to wait for long time in 

making a queue at time they enter the office. 

Many biometric systems are available but the key 

authentications are same is all the techniques. 

Every biometric system consists of enrolment 

process in which unique features of a person is 

stored in the database and then there are 

processes of identification and verification. These 

two processes compare the biometric feature of a 

person with previously stored template captured 

at the time of enrollment. Biometric templates 

can be of many types such as, Fingerprints, Eye 

Iris, Face, Hand Geometry, Signature, Gait and 

voice. Our system uses the face recognition 

approach for the automatic attendance of 

employees in the office room environment 

without employees’ intervention [1]. 

2.0 LITEARURE REVIEW 

The advancement of technology today has 

immersed itself towards education.  The presence 

of technology has reached its maximum of 

providing sustainable technology towards quality 

education through delivery and effective learning 

[2]. Attendance is very important for every 
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student, a single absent is big difference in 

performance in the school. Most students of high 

school are prone to absences due to sometimes 

finding the class boring, being lazy to attend the 

classes and also some students prefer going to 

computer shops playing games rather than being 

in the class while some students cannot refuse the 

influence of a friend inviting to go with them 

during class period. Some of this reasons are not 

reported to the parents or guardians because the 

way of informing them is the traditional way 

which often involves inviting the parents to the 

school and informing him or her  about the 

absenteeism of the student. This process takes a 

long time and sometimes parents are not able to 

come because of some reasons such as being 

busy at work or having some other important 

matters to take care of. As such, sometimes the 

parents are not informed about the absenteeism 

of the students.  

2.1 Face Detection System 

Due to its enormous application value and market 

potential, such as face detection and video 

surveillance system, face detection equipments 

has widely attracted attention. Face detection is a 

technology that determines the location and sizes 

of human faces in an image. It detects faces and 

ignores everything else. 

2.1.1 A Biometric Approach 

Biometrics consists of method for individually 

recognizing humans based upon one or more 

unique physical or behavioral qualities. In 

computer science, biometrics is used as a form of 

individual access management and access 

control. It is also used to identify persons in 

groups that are under observation. 

2.1.2 Security parameter of biometric 

technique 

The probability of 2 people giving out the same 

biometric data is virtually zero. Different 

biometrics systems have been developed around 

unique characteristics of individuals. Since a 

biometric belonging is a unique property of an 

individual, it is particularly difficult to duplicate 

or share (you cannot give a copy of your 

appearance or your hand to someone!).  

2.2 Survey of Different Attendance 

Tracking Systems 

Following traditional systems are used to mark 

attendance in the teaching process 

. 

2.2.1  Computerized attendance system 

Sharma et al. [3], develop a desktop application 

in which all the list of registered students in a 

particular course will be displayed when the 

lecturer start the application. The attendance is 

done by clicking a check box next to the name of 

the students that are present, and then clicked on 

register button to mark their presence. But in this 

also, human involvement for attendance tracking 

is needed. 

2.2.2  Bluetooth based attendance system 

Vishal Bhalla [4], have proposed the attendance 

system which can take attendance using 

Bluetooth. In this project, attendance is being 

taken using instructor’s mobile phone. 

Application software is installed in instructor’s 

mobile telephone. This enables it to query 

student’s mobile telephone via Bluetooth 

connection and perform a transfer of student’s 

mobile telephone Media Access Control (MAC) 

addresses to the instructor’s mobile telephone. 

The problem of this proposed system is student’s 

phone is required for attendance. If student didn’t 

carry the mobile phone with him without mobile 

phone his presence will not considered in 

Bluetooth Based Attendance System. The second 

problem of this proposed system is, in case of 

students’ absent if his mobile is given to his 

friend then also present is marked, so presence of 

student is not necessary only phone should be in 

coverage area. 

2.2.3  NFC based attendance system 

An implementation of an (AMS) Attendance 

Management System, based on Bluetooth and 
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NFC technologies in a multiuser environment is 

presented in [1]. It uses fingerprint & the 

Bluetooth address of the NFC enabled phone of 

the user to authenticate the identity of the user. A 

Java based desktop application receives the NFC 

tag IDs, other information associated with the 

mobile phone and the user and submits them to 

an analyzer for the interpretation of the user’s 

behavior. But in this case, student must be having 

NFC enabled phone to mark presence in the class 

room. 

2.2.4  Fingerprint based attendance system 

An employee attendance system using fingerprint 

is presented in [5]. This system checks one 

fingerprint template with all templates stored in  

 

the database. The main problem in this case is it 

is very time consuming as it check one 

fingerprint with all the temple stored in the 

database. 

Fingerprint recognition based identification 

system is designed in [6] for student 

identification. This system is being designed for 

taking attendance in institutes like NIT Rourkela. 

In this system, fingerprint template matching 

time is reduced by partitioning database. In this 

system all students of every class has to stand in 

a long queues to make attendance, again this 

system is suffering from fingerprint device , and 

one most important disadvantage is that it is work 

within short distance. 

2.2.5  Iris Based Attendance System 

A wireless iris recognition attendance 

management system is designed and 

implemented [7] using Daugman’s algorithm [8]. 

This system based biometrics and wireless 

technique solves the problem of spurious 

attendance. It can take the users’ attendances 

more easily and effectively. The system is based 

on RF wireless technique, however it is very 

expensive. In this system, all the students of 

every class has to stand in a long queues to take 

attendance, and most important disadvantage is 

that it is too capital intensive. 

3.0 METHODOLOGY 

3.1 System Algorithm 

This section describes the software algorithm for 

our proposed system. The algorithm consists of 

the following steps: 

1. Database Making 

2. Feature Extraction 

3. Face Recognition 

4. Attendance Marking 

5. View Attendance 

3.1.1 Database Development 

This is the first step in which information are 

computed into the database. Details of student 

such as student ID, matric number, department, 

level etc. are added in database along with their 

passport images. The database is developed 

using MySQL server. 

 

3.1.2 Feature extraction 

In the proposed system algorithm, features of 

the face image are extracted using Principal 

Component Analysis (PCA). Principal 

component analysis (PCA) is a statistical 

dimensionality reduction method, which 

produces the optimal linear least-square 

decomposition of a training set. Kirby and 

Sirovich applied PCA for representing faces and 

Turk and Pentland extended PCA for identifying 

faces. In applications such as image 

compression and face recognition a helpful 

statistical technique called PCA is utilized and is 

a widespread technique for determining patterns 

in data of large dimension. PCA commonly 

referred to as the use of Eigen faces.   

The PCA approach is then applied to reduce the 

dimension of the data by means of data 

compression, and reveals the most effective low 

dimensional structure of facial patterns. The 

advantage of this reduction in dimensions is that 

it removes information that is not useful and 

specifically decomposes the structure of face into 

components which are uncorrelated and are 
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known as Eigen faces. Each image of face may 

be stored in a 1D array which is the 

representation of the weighted sum (feature 

vector) of the Eigen faces.In case of this 

approach a complete front view of face is needed; 

or else the output of recognition will not be 

accurate.The major benefit of this method is that 

it can trim down the data required to recognize 

the entity to 1/1000th of the data existing.  

The following steps summarize the process PCA. 

Let a face image X(x, y) be a two dimensional m 

x n array of intensity values. An image may also 

be considering the vector of dimension mn, so 

that a typical image of size 112x92 becomes a 

vector of dimension 10304. Let the training set of 

images {X1, X2, X3… XN}. The average face of 

the set is defined by:  

     

   (1)                         

The estimate covariance matrix to represent the 

scatter degree of all feature vectors related to 

the average vector is also calculated. The 

covariance matrix C is defined by: 

  

The Eigenvectors and corresponding Eigen-

values are computed by using  

 𝐶𝑉= λV            ( , ≠0)               (3)                

 Where V is the set of eigenvectors matrix C 

associated with its eigenvalue λ. Project all the 

training images of i
th

 person to corresponding 

Eigen-subspace:  

𝑦𝑘𝑖= (𝑖 =1, 2, 3…………𝑁)  

   (4)  

Where the yk are the projections of x and called 

the principal components also known as Eigen 

faces. The dimensionality can be reduced by 

selecting the first Neigenvectors that have large 

variances and discarding the remaining ones that 

have small variance.  

Steps involved in PCA are: 

Step 1: Get image data in form of matrix as 

A1,A2….Am. 

Step 2: Calculate the mean Ø as Σ Al /M. 

Step 3: Subtract mean from original data (image 

data) A1- Ø. 

Step 4: Calculate covariance matrix C= ATA. 

Step 5: Calculate eigenvalues of the covariance 

matrix. 

Step 6: Choose components with highest 

information and form a feature vector. 

Step 7: Derive new data set and project the 

eigenfaces image. 

 

 

4.0 SYSTEM IMPLEMENTATION 

4.1.1 Database Structure 
Frontal faces of students obtained from University 

of Ilorin students were used to construct the image 

database of the system. For effective result 

production the images loaded to the database are 

images that have passed through geometric 

normalization. The system was developed with 

ninety six sample images of twenty four individuals 

making four images per individual. 

 

Figure 2.0: Sample Facial Database 

4.1.2 Face Normalization 

The face database were normalized geometrically 

by cropping and resized to 100 x 100 dimension 

in Matlab Simulink environment.  The resizing 

dimension of the images had a little effect in 

performance of the recognition accuracy. There 

are total number of 96 images for the facial 

database, the images were divided into 75% for 
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training and 25% for testing making a sum of 72 

images for training and 24 images for testing. 

4.1.3 Photometric Face Normalization 

The facial images after geometric normalization 

were further subjected to the contrast limited 

adaptive histogram equalization technique so as 

to improve contrast on all parts of the face 

image and make for adjustment in the intensity 

of the face images 
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                    Figure 1.0:  Sequence of events for performing PCA 

Read the colored image and convert it 

into gray scale image 

 

Get the image data in form of a matrix. 

 

Calculate the mean 

Normalize each input face image 

by subtracting the mean face 

 

Calculate covariance matrix 

Calculate the eigenvalues of the covariance 

matrix and keep only k largest eigenvalues 

 

Compute the eigenvectors of covariance 

matrix 

 

Compute Eigen faces containing highest 

information of face images 

 

Compute the projected images 
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Figure 3.0: Sample Face Image after 

photometric normalization 

4.1.4 Feature extraction 

After the pre-processing stage, the normalized 

face image is given as input to the feature 

extraction module to find the key features that 

will be used for classification. The module 

composes a feature vector that is well enough 

to represent the face image. The feature 

extraction algorithm is the principal component 

analysis. The second method for extracting 

gainful information from the preprocessed and 

normalized images so as to generate a reduce 

features for training the system the observed 

extracted feature vector is the normal dot 

principal component analysis and the observed 

result is shown in figure 4.0. 

 

 

 

 

 

 

 

 

 

 

 

       

 

   Figure 4.0: PCA Feature Vector 

4.2 Experimental Results 

With the help of a pattern classifier, the 

extracted features of face image are compared 

with the ones stored in the face database. The 

face image is then classified as either known 

or unknown. After feature extraction step next 

is the classification step which makes use of 

Euclidean 

Distance for comparing/matching of the test 

and trained images.  In the testing phase each 

test image is mean centered. The test image is 

then projected into the same Eigen space as 

defined during the training phase. This 

projected image is now compared with 

projected training image in Eigen space. 

Images are compared with similarity 

measures. The training image that is the 

closest to the test image will be matched and 

used to identify the individual. Also the 

relative Euclidean distance between the testing 

image and the reconstructed image of i
th

 

person is calculated and the minimum distance 

gives the best match. 
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Figure 4.3: Student’s Face Recognition Interface 

 

4.2.1 Attendance marking 

As soon as a face is recognized, attendance is 

marked in the database (corresponding to the 

matched face as the information is already 

stored in database in the first step). If an 

unknown face is tested the result shows no 

match found. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3: Student’s Attendance Marking Interface after face recognition 
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4.3 Facial Attendance System 

Evaluation 

This option lets the user to view his attendance 

in the database. By entering the value in the 

option given for dates the student can see his 

attendance for that period of time. On clicking 

on the name of a student, his attendance 

percentage can be seen. If the percentage is 

less than 75% then a message will be 

displayed that his attendance is short. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3: Student’s Attendance Record Interface 

5.0 CONCLUSION 

An automatic attendance management system 

is a necessary tool for any institution.  Most  of  

the  existing  systems  are  time consuming  and  

require  for  a  semi manual  work  from  the 

teacher or students. This approach has 

attempted to solve the issues by integrating face 

recognition in the process. Even  though  this 

system  still  lacks  the  ability  to  identify  

each  student  present on  class,  there  is  still  

much  more  room  for  improvement. Since  

we  implement  a  modular  approach,  we  can  

improve different  modules  until  we  reach  an 

acceptable  detection  and identification  rate.  

Another  issue  that  has  to  be  taken  in 

consideration  in  the  future  is  a  method  to  

ensure  users privacy. Whenever an image is 

stored on our servers, it must be impossible for 

a person to use that image. 
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ABSTRACT 

Mobile Ad-hoc networks (MANETS) are collection of mobile nodes that dynamically 

change the network topology in which nodes can join and leave the network at any point 

of time. Due to fundamental characteristics of MANETS, such as open medium, 

dynamic topology, and distributed cooperation; it creates several security vulnerabilities 

to its security design. Security is an essential requirement in mobile Ad-hoc networks to 

provide secure communication between mobile nodes. Ad-Hoc On-demand Distance 

Vector (AODV) routing protocol is a routing protocol in MANET that broadcast the 

network with a route discovery message anytime a node is seeking for a route to a 

destination, any node that have a route to that destination will reply to the route 

discovery request, which provides a vulnerability to the routing protocol by making it 

open to black hole attack which is one of the most common attacks in MANETs. A 

Black Hole is a malicious node that falsely replies to any route requests without having 

active route to specified destination and drops all received packets. This work, which is 

an enhancement of Intrusion Avoidance System for Ad-Hoc on-demand Distance Vector 

(IASAODV), a framework developed in 2015 to prevent black hole attack, presents a 

new framework that prevents the security threats of AODV multiple Black Hole attack 

with better Packet Delivery Ratio (PDR). This framework tackled the problem by 

making nodes monitor the activities of their neighbors by collecting Route Request 

(RREQ) messages sent by nodes and keeping in a table. To justify the solution, we made 

appropriate implementation and simulation using Network Simulator NS-2.35. The 

conducted experimental result shows an improvement in Packet Delivery Ratio (PDR) 

compared to that of IASAODV routing Protocol with the proposed framework having 

100%, 100%, 99% and 98% for 1, 3, 5 and 7 malicious nodes respectively compared to 

the existing system with 88%, 79%, 61% and 57%, for 1,3,5 and 7 malicious nodes 

respectively 
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      1.0 INTRODUCTION 

Wireless mobile ad-hoc network (or simply 

MANET) is a self-configuring network which is 

composed of a lot of movable user equipment. 

These mobile nodes communicate with each 

other without any infrastructure. Furthermore, 

all the transmission links are established 

through the wireless medium. MANET is 

widely used in places such as military, disaster 

area and personal area network [1]. However, 

there are still many open issues about MANET, 

such as security problem, finite transmission 

bandwidth, abusive broadcasting messages, 

reliable data delivery, dynamic link 

establishment and restricted hardware caused 

processing capabilities [6]. The security threats 

have been extensively discussed and 

investigated in the wired and wireless networks, 

the correspondingly perplexing situation has 

also happened in MANET due to the inherent 

design defects. There are many security issues 

which have been studied in recent years. For 

instance, snooping attacks, wormhole attacks, 

black hole attacks [8], routing table overflow 

and poisoning attacks, packet replication, denial 

of service (DoS) attacks, distributed DoS 

(DDoS) attacks [2], especially, the misbehavior 

routing problem which is one of the popularized 

security threats such as black hole attacks.  

Securing Ad-Hoc routing faces difficulties 

which do not exist in wired networks, nor in 

infrastructure-based wireless networks. These 

difficulties make trust establishment among 

nodes virtually impossible. Among these 

difficulties are the wireless medium itself and 

its physical vulnerability, the lack of centralized 

control and permanent trust infrastructure, the 

cooperation of nodes, restricted power and 

resources, highly dynamic topology and short-

lived connectivity and availability, an implicit 

trust relationship between neighbors and other 

problems associated with wireless 

communication. 

1.1 Ad-Hoc on-demand Distance Vector 

(AODV) Routing protocol 

AODV routing protocol is based on DSDV    

and DSR algorithm and is a state-of -the -art 

routing protocol that adopts a purely reactive 

strategy.  It sets up a route on demand at the 

start of communication and uses it till it 

breaks after which a new route setup is 

initiated [13]. AODV routing protocol is a 

reactive or on-demand routing protocol, 

which means that a route between two nodes 

will be determined only when there is data to 

be transmitted [3]. Each node's routing table 

only contains the next hop to a destination, 

so the information on the route to be 

traversed by a packet is distributed to all the 

nodes on the path. Neighbor connectivity is 

established with periodic Hello Messages.  

Routes are found by the flooding of route 

request (RREQ) messages as can be seen in 

Figure 1. As each node receives and 

retransmits the RREQ it records the previous 

hop in its routing table. In AODV, when a 

source node S wants to send a data packet to 

a destination node D and does not have a 

route to D, it initiates route discovery by 

broadcasting a route request (RREQ) to its 

neighbors. A timer called route reply waiting 

time (RREP_WAIT_TIME) is started when 

the RREQ is sent. The immediate neighbors 

who receive this RREQ rebroadcast the 

same RREQ to their neighbors. This process 

is repeated until the RREQ reaches the 

destination node. Upon receiving the first 

arrived RREQ, the destination node sends a 

route reply (RREP), as can be seen in Figure 

2, to the source node through the reverse 

path where the RREQ arrived. The 

destination node will ignore the same RREQ 

that arrives later. In addition, AODV enables 

intermediate nodes that have sufficiently 

fresh routes (with destination sequence 

number equal or greater than the one in the 

RREQ) to generate and send an RREP to the 

source node. Once the source receives the 
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first RREP message, it starts the data 

transmission along the path traced by the 

RREP packet [9]. 

 

 

Figure1: AODV RREQ [9] 

 

 
 

Figure2: AODV RREP [9] 

 

AODV provides a rapid, dynamic network 

connection, featuring low processing loads 

and low memory consumption. AODV uses 

a node sequence number to distinguish 

whether the routing message is fresh or not. 

Node sequence numbers serve as time 

stamps and allow nodes to compare how 

fresh their information on the other node is.  

However, when a node sends any type of 

routing control messages such as RREQ and 

RREP it increases its own sequence number. 

Higher node sequence number means that 

the fresh route to the destination can be 

established over this node by other nodes. 

The sequence number is a 32-bit unsigned 

integer value (i.e., 4294967295) [9]. 

 

1.2 Black Hole Attack 

 Routing protocols are exposed to a variety 

of attacks. Black hole attack is one such 

attack and kind of DOS, in which a 

malicious (fake) node makes use of the 

vulnerabilities of the route discovery packets 

of routing protocols to advertise it as having 

the shortest path and higher sequence 

number to the node whose packets it wants 

to intercept (Nirali and Gupta, 2014). This 

attack aims at modifying the routing 

protocol so that traffic flows through a 

specific node controlled by the attacker.  

During route discovery phase, the source 

node sends the RREQ packet to the intended 

destination. Malicious nodes respond 

immediately to the source nodes as these 

nodes do not refer to the routing table. The 

source node assumes that the route discovery 

phase is complete and ignores other RREP 

messages from other nodes and selects the 

path through the malicious node to route the 

data packets. The malicious node does this 

by assigning a high sequence number to 

reply packets. Consider figure3, a malicious 

node M reply to the source node S as having 

the best route to D. In figure 4, the source 

node after receiving an RREP from the 

malicious node is now sending the packet to 

the node that will either drop or consume it. 

 

 

Figure3: A malicious node sending false 

RREP to the source node [9] 
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Figure 4:  A malicious node dropping data 

packets as the source node is unaware [9] 

 

2.0 Related work 

     Zapata [15] proposed a secure ad-hoc on-

demand distance vector protocol (SAODV), 

to reduce the attack, this algorithm proposes 

to wait and check the replies from the entire 

neighboring node. The source node will 

store sequence number and the time at which 

the packet arrives in a Collect Route Reply 

Table (CRRT). If more than one path exists 

in CRRT, then it randomly chooses a path 

from the CRRT. This reduces the chance of 

black hole attack. Unfortunately, selecting 

path randomly gives multiple black hole 

nodes room to collaboratively attack and be 

randomly picked, secondly, each node 

maintaining a CRRT will cause a big 

overhead that will reduce the performance of 

the network. Chin et al. [4] in their study, 

proposed a specification-based intrusion 

detection system that can detect attacks on 

the AODV routing protocol. They used 

finite state machines for specifying correct 

AODV routing behavior and distributed 

network monitors for detecting run-time 

violation of the specifications. In addition, 

they proposed one additional field in the 

protocol message to enable the monitoring. 

Their work suffered from too much end-to-

end delay due to distribution of network 

monitors all over the network and system 

overhead due to the provision of additional 

field in the protocol. 

 

In another study, [10] proposed a 

mechanism called Anti-Black Hole 

mechanisms (ABM), which are intrusion 

detection systems (IDS) deployed in 

MANETs to detect and prevent selective 

black hole attacks. The nodes must be in 

sniff mode to perform the so-called anti-

black hole mechanism function, which is 

mainly used to estimate a suspicious value 

of a node according to the abnormal 

difference between the routing messages 

transmitted from the node. When a 

suspicious value exceeds a threshold, an IDS 

nearby will broadcast a block message, 

informing all nodes on the networks, asking 

them to cooperatively isolate the malicious 

node. Ira and Chaki [7] in their research 

tried to prevent the black-hole attack in the 

network using the concept of clustering. 

According to the characteristics of black-

hole node deployment, the black-hole nodes 

come in the path from source node to the 

destination node and it only receives data 

packets but never forward to further 

destination nodes. They proposed a 

friendship table for cluster heads. Their 

scheme provided a solution to only external 

nodes joining a cluster; all internal nodes in 

each cluster are measured as trusted nodes. 

The friendship table is used by each cluster 

head to identify the relationship between 

cluster heads and neighbors which are 

measured in term of "friend" or "stranger". 

Their work failed to consider internal 

malicious nodes and malicious cluster heads. 

Swadas and Raj [11], Proposed a new 

control    packet called ALARM is used in 

DPRAODV, while other main concepts are 

the dynamic threshold value. Unlike normal 

AODV, the RREP_seq_no is extra checked 

whether higher than the threshold value or 

not. If the value of RREP_seq_no is higher 

than the threshold value, the sender is 

regarded as an attacker and updated it to the 

black list. Mahmoud et al. [9], Proposed a 

new Intrusion Avoidance System 

(IASAODV) which is a modification of the 

AODV protocol. They consider that the 
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source node must wait a time equals the 

double value of traditional AODV 

RREP_WAIT_TIME, before sending data, 

to receive more RREP messages. Once a 

source receives the RREP messages it will 

store its sequence number and the time at 

which the message arrives at a table. They 

refer to this table by Route Reply Table 

(RRT). Route Replies that have a sequence 

number that is greater or equal to and the 

hop count in that route reply is less than the 

hop count in source routing table are added 

into the (RRT). When the timer, 

RREP_WAIT_TIME expires, and then their 

proposed algorithm will check the number of 

RREP messages in RRT. If RRT contains 

one RREP message and its sequence number 

is less than the maximum sequence number 

value, then the source sends the data to the 

destination.  If the RRT contains more than 

one RREP messages, then the RRT is 

considered to have a black hole node(s). To 

detect this black hole node(s), the algorithm 

compares the nodes sequence number of 

each RREP messages which exist in the 

RRT. The nodes with the maximum 

sequence number will be considered black 

hole node and will be inserted into the 

blacklist table. The limitation observed in 

their work is; The use of sequence number 

only for decision making will not be much 

efficient in preventing multiple black hole 

attack because the nodes can act in a 

collaborative fashion and guess the given 

sequence number. 

3.0 Proposed Algorithm 

The proposed algorithm is designed to 

prevent any alterations in the default 

operations of either the intermediate nodes 

or the destination nodes. After analyzing the 

effect of Black Hole attack in MANETS, we 

modify the IASAODV Protocol and propose 

a technique that will be able to prevent 

multiple black hole attack. Our proposed 

framework will monitor nodes participation 

in the network by collecting the messages 

sent my nodes within the network, and 

saving that information including the 

identity of those that sent the messages in a 

table called History Route Request Table 

(HRRT). We considered that the proposed 

framework must wait a route reply time 

double that of the traditional AODV routing 

protocol in other to receive multiple replies, 

including that of the black hole nodes if 

there is any in the network. Once a source 

node receives a route reply, it will go into its 

HRRT and check whether the nodes that 

replied have been active in the network, i.e it 

has ever received an RREQ from that same 

node. If yes, then it will unicast the data 

packet to it, if no, it will mark it as a black 

hole node and remove it out of the HHRT.  

The proposed framework consists of two 

components; 

 Collection of RREQ 

 Initiating Route Discovery, collecting 

RREP and black hole node detection. 

 

 

1. Begin 

2. While (received_RREQ) 

3. { 

4.    If HRRT contain (received_RREQ) 

5.   Discard RREQ 

6.    Else 

7.  Add recived_RREP_nodeID into 

HRRT 

8. } 

9. End 

 

            

   Figure 5: Algorithm for collecting Route 

Request 

 

1. Begin 

2. Replying node = NULL 

3. Reply_count = 0 

4.  Initiate route Discovery (RREQ) 

5.  Set Time (RREP_WAIT_TIME) 
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6.  Set Maximum Sequence Number  

 

7.  While received Route Reply 

8.     If Destination sequence number in 

RREP is ≥ Node source Sequence 

Number AND hop_count in RREP is 

< node_hop_count in source routing 

table 

9. Add this RREP Message into HRRT 

10.    Else  

                       

11. Discard RREP Message. 

12.   End if 

13.  Reply_count = Reply_count+1. 

14.  If reply count >= 1 

15. Check HRRT for the History of the 

received replies 

16.     If received RREP_NODE_ID is a 

friend 

17. Send Data packet to the route 

specified in the RREP 

18.   Else 

 

19.  Remove This RREP Message from 

HRRT 

20. End if. 

21. Else 

22. Go back to line 13 

23. End if 

24. End 

 

 

    

 Figure 6: Algorithm for collecting Route 

Replies and checking for malicious nodes. 

 

4.0 Simulation Results and Analysis 

The conducted simulation experiments were 

performed using NS-2 Ver. 2.35 simulator run 

on Linux Ubuntu version 14.04. The simulation 

models a network of 50 mobile nodes migrating 

with square area size 750 x 750 m2. The 

mobility model uses the random waypoint 

(RWP) model in the considered area.  In this, 

each node is randomly placed in the simulated 

area and remains stationary for a specified 

pause. We chose out traffic sources to be 

Constant Bit Rate (CBR). Each CBR packet 

size is 512 bytes. Table 1 summarizes the used 

simulation parameters. 

Table 1: Simulation Parameters 

 

PARAMETERS 

 

VALUES 

 

Simulator 

 

NS-2 (Ver. 2.35) 

 

Simulation Time S 

 

500 secs 

 

 

Number of mobile nodes 

 

50 

 

 

Number of Black Hole 

nodes 

 

 

1,3,5 and 7 nodes 

 

 

Simulation area 

 

 

750 m X 750 m 

 

 

Transmission range 

 

 

250 m 

 

 

Routing Protocol 

 

IASAODV and 

the proposed 

 

 

 

Traffic Type 

 

 

Constant Bit Rate 

(CBR) 

 

 

Maximum Speed 

 

20 m/s 

 

Packet size 

 

512bytes 

 

Mobility model 

 

Random 

Waypoint 

 

Data Rate 

 

4Mbps 
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RREP_WAIT_TIME 

 

2sec 

To evaluate the performance of our proposed 

framework, we compared it with IASAODV 

protocols. We used the packet delivery ratio 

PDR and Average End-to-End Delay as 

performance metrics. PDR is defined as the 

ratio of the data packets received at the 

destination station compared to the total of 

data packets transmitted by the source node. 

The Average End-to-End Delay is defined as 

the average time employed for a data packet to 

be delivered from the source node to the 

destination node.  

 

We consider Four simulation scenarios: 

 

a. One black hole attack scenario. 

b. Three black hole attack scenario. 

c. Five black hole attack scenario. 

d. Seven black hole attack scenario. 

Figure 7 and 8 represent the simulation results 

of the considered protocols. In each Figure, the 

number of black hole nodes is considered 

versus packet delivery ratio and average end-

to-end delay respectively for both the proposed 

and the existing frameworks. 

 

Figure7: Packet Delivery Ratio VS No. of black 

hole nodes 

 

 

Figure 8: Average End-to-End Delay VS No. of 

black hole nodes. 

Figure 7 shows the graphical representation of 

packet delivery ratio and how much packets are 

lost in the existing system compared to less 

packet been lost in the proposed system, which 

results in the proposed system becoming better 

than the existing system in term of packet 

delivering. Figure 8 shows the graphical 

representation of the average end-to-end delay 

experienced in both the existing and proposed 

system, with the proposed system, 

unfortunately, having a higher end-to-end 

delay.  

 

5.0   Conclusion and future work 

This work provided an analysis for the effect of 

the Black Hole in an AODV Network by 

simulating the AODV protocol under multiple 

Black Hole attack using NS-2. We worked on 

improving the IASAODV protocol 

characteristics, which is considered an 

improvement of the AODV protocol under 

multiple Black Hole attack. As mentioned 

earlier, we considered four different scenarios; 

the first scenario has one Black Hole node, the 

second has three Black Hole nodes, the third 

has five Black Hole nodes and the fourth 

having seven black hole nodes. Each one was 

implemented on IASAODV and the proposed 

algorithm. The simulation results showed that 

the packet delivery ratio of the existing 

framework (IASAODV) protocol is better than 
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the proposed. The proposed framework 

provided better results in term of Packet 

Delivery Ratio for 1,3,5 and 7 malicious nodes 

which are 100%, 100%, 99% and 98% 

respectively compared to the existing with 

88%, 79%, 61% and 57%, for   1,3,5 and 7 

malicious nodes respectively.  

5.1 Recommendations for future work            

a. The proposed framework was not 

deployed for different types of attacks 

such as wormhole and greyhole attacks. 

b. Study can also be made to improve on the 

delay in end-to-end communication. 

c. Also, for future work, research can be      

done so as a possible way on how to 

provide restrictions that will only allow 

nodes that want to communicate to access 

the network 
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ABSTRACT 

Current state of the art spellchecking techniques are based on an efficiently stored list of correct 

spellings of words in a language against which wrongly spelt words are checked. However, Nigerian 

Pidgin does not have a compiled list of such proofed spellings which is required by these techniques.  

As a result, people generally prepare writings in Nigerian Pidgin using different spelling styles, 

leading to inconsistency each time a word is spelt. To solve this problem which also holds for many 

other resource-scarce languages, this paper presents a machine learning approach to spellchecking 

that does not require an existing word list. In this approach, the correct spelling of a word is learnt 

based on the relative frequencies of various renditions of the spelling of the word in a document. 

That is, the technique flags spelling errors by depending only on words within the document that is 

being edited. 
 

Keywords: Edit distance, Orthography standardisation, Spellchecking, Unigram Probabilities. 

 

1.0 INTRODUCTION 

Nigerian pidgin (popularly referred to as Naijá) 

is an English based pidgin.  Like other pidgins 

in climes where English is not native to its users, 

Naijá is a contact language that emerged from 

the fusion of many indigenous languages (such 

as Yoruba, Igbo, Itsekiri and Urhobo) and some 

foreign languages (including English, 

Portuguese and Spanish). It obtains its 

vocabulary (meanings and contexts may vary) 

from all its substrate languages. Some Naijá 

words and their meanings in English include; 

Ben-dan (bend down) 

Ben-ben (ambiguous, zig zag) 

Beleful (satisfied, satiated) 

Kompound (compound) 

 

The Naijá Langwej Akedemi (NLA) is a 

non-governmental organisation with a vision to 

develop corpus and document the structures of 

the language. NLA was established in 2009 

after a group of Nigerian linguists held a 

conference on Nigerian Pidgin and adopted the 

name Naijá as the official name for the 

language. This is because Naijá has creolised 

throughout the country and its functions have 

surpassed that of a pidgin. In view of this, the 

NLA and many linguists have made efforts to 

describe the grammatical structure of Naijá and 

to develop a spelling guide [1, 2, 3].  

Naijá is the most widely spoken language in 
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Nigeria with more than 80 million speakers – 

spanning several regional, social and 

ethno-linguistic groups [4, 5, 6]. However, it is 

regarded by the minority ruling elite class as an 

inferior form of English, to be used only by the 

uneducated [7]. This is despite the fact that 

members of this elite class also sometimes 

communicate in formal settings using Naijá. As 

a result, the Language has experienced little 

official recognition and very limited 

documentation of its vocabulary and structure.  

Consequently, this has inhibited Human 

Language Technology (HLT) research into the 

language.  By virtue of the fact that Naijá is the 

most widely spoken language in Nigeria, it 

deserves much better treatment which is the 

impetus for this work. 

Some of the most basic tools needed for the 

development of HLT in any language are the 

tools required for the development of corpora in 

the language.  Amongst these tools, the 

spellchecker is one of the most important 

because it provides a facility for automatic 

editing of written texts which are usually 

employed as the basis for developing 

morphological, syntactic and semantic models 

for a language [8]. In addition, considering that 

most of these models are statistical in nature, the 

corpora needs to be voluminous and the data 

needs to be as accurate as possible, hence the 

vitality of the spellchecker. 

For English and other languages which have 

standard orthographies, mono-lingual 

dictionaries and adequately sized corpora, it is 

relatively easy to develop human language 

technologies. This is not the case with 

languages like Naijá which is known to have 

several unofficial orthographies because of the 

general ad hoc approach to its writing and 

almost no official documents prepared in it, 

making it difficult to estimate the size of the 

Naijá vocabulary in digital media. 

 

2.0 RELATED WORK 

Naijá like many other African languages is a 

resource-scarce language because every day use 

of the language is not documented.  Hence, it 

does not have a documented list of correct 

spellings that may be used to edit corpora, 

which is a basic requirement for the 

development of Natural Language Processing 

(NLP) techniques.  Present state of the art 

spellchecking techniques such as implemented 

in Hunspel and Ispell are rule based [9, 10, 11, 

12, 13]. That is, they require an efficiently 

coded database comprising a list of correct 

spellings in Naijá in order to detect spelling 

errors. Furthermore, other spellcheckers such as 

discussed in [14, 15, 16, 17, 18] also follow this 

general pattern. In other words, without 

voluminous corpora, from which a word list can 

be extracted, creating a spellchecker is difficult 

and without a spellchecker creating voluminous 

corpora will be laborious and time-consuming 

to clean.  Thus in order to address this chicken 

and egg situation, it became necessary to 

develop a spellchecking technique that does not 

depend on an existing wordlist. This technique 

implemented in Naijaspell detects non-word 

errors by depending only on words within the 

document being edited. 

 

3.0 THEORY AND APPROACH 

Spellings, very much like the words they 

represent are based on conventions in which for 

reasons of history, structure or cognitive 

efficiency, if a certain word is frequently spelled 

in a particular way, such spelling, sooner or later 

becomes standard.  Examples abound in the 

silent conflict between British and American 

versions of the spellings of words such as 

programme versus program and colour versus 

color.  Today due to the use of these words in 

computer related environments and hence the 

relatively higher frequency of encountering the 

American versions of these spellings, they now 

tend to appear less awkward to English speakers 

who were weaned on British spellings. 

To this end therefore, Humans are sometimes 

capable of identifying misspellings even in 

words they have never encountered.  That is, 

when they find two or more occurrences of 
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words that have very similar spellings, (e.g. 

pilla and pila) they consider the possibility that 

the word with the least frequency of occurrence 

is a spelling error of the one with the higher 

frequency. If this human behaviour can be 

expressed quantitatively, the resulting features 

can be used to teach a machine to perform 

spellchecking without a pre-compiled wordlist. 

 

3.1 Data Preparation  

A list of word tokens was extracted from text 

obtained from a Naijá New Testament Bible and 

its alphabet and orthography (though excluding 

diacritic marks used to indicate tonality) are 

very similar to that provided by the NLA [1]. 

This study is therefore limited to the Naijá 

dialect used in the aforementioned bible.  

The extracted words were sorted alphabetically 

and a table comprising all unique word pairs and 

the various features defined in section 3.2 below 

was created from the wordlist. The table had 

over 3.5 million rows. Considering the sheer 

volume of the data, only word pairs within a 

Damerau-Levenshtein Distance of 1 were 

isolated.  It is known that 80% of human 

spelling errors lie in this region [19]. The pairs 

were manually labelled as shown in Table 1, 

where 1 indicates spelling error and -1 indicates 

an independent pair or non-spelling error. 

In the extracted table which is comprised of 

2395 rows, the number of non-error pairs (2185 

in total) was more than twelve times that of 

error pairs (174 in total). A well-established fact 

in machine learning is that training with such a 

data would result in a decision boundary that is 

biased towards non-spelling errors [20]. As 

expected, in a preliminary inside test, when the 

extracted table was fed to a perceptron learning 

algorithm, it predicted all inputs as non-spelling 

errors. To cater for this anomally, an equal 

number of spelling error pairs and non-spelling 

error pairs (170 each) were randomly selected 

and used for inside testing to select the best set 

of features. 

Since the input features are measured in 

different units (edit-distance and occurrence 

frequency), it became necessary to make them 

all dimensionless by use of appropriate scaling 

factor in order to avoid bias towards a 

measurement unit with larger values.  This also 

makes learning algorithms converge quickly. 

It was assumed that the longer a word is, the 

higher the chances of an error occurring in its 

spelling. Thus the edit distance features were 

normalised by the maximum length of a pair, 

making the value assigned to the edit distance of 

longer word pairs similar to those of shorter 

word pairs. This is necessary because they both 

indicate the same error. 

In accordance with the assumption in the 

theoretical background proposed in Section 3.0 

above, it was discovered that one word in an 

error pair usually has a much higher frequency 

relative to the other.  Thus the difference in 

occurrence frequency feature was normalised 

with the higher frequency.  

 

Table 1: Word Pairs and Their Target 

Labels 

word1 word2 Target 

Sulphur Sulphur 1 

Boat Boastin -1 

Gallon Gallon 1 

ben-dan ben-ben -1 

ben-ben beleful -1 

Kompoun kompound 1 

 

 

3.2    Feature Extraction Algorithms 

Word similarity is often expressed 

quantitatively using string metrics such as 

Difference-in-length, Hamming Distance, 

Levenshtein distance, Damerau-Levenshtein 

Distance and other derivatives of the 

aforementioned. These metrics assign a score to 

word pairs based on the number of characters 

that need to be changed in order to convert one 

word in the pair to the other. The closer the 

words are, the lower the score assigned. 

Difference-in-length considers the difference in 
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the number of characters of a word pair without 

regard to the constituent characters.  Even 

though the Hamming distance considers the 

minimum number of substitutions that is 

required to convert one word to another, it is not 

suitable for comparing versions of spelling of 

words because it requires the two strings to be 

compared to be of the same length.  The 

Levenshtein Distance however, assigns a score 

by computing the total number of insertions, 

deletions and substitutions that is required to 

convert one string to another irrespective of 

their lengths. Then the Damerau-Levenshtein 

Distance includes transposition (swapping) of 

two adjacent characters in addition to the 

allowable operations of the Levenshtein 

distance.  

In order to determine the most suitable choice of 

features based on which spelling errors in Naijá 

can be learnt, edit distance metrics as well as the 

relative occurrence frequencies of versions of 

word spellings in a document were tested.  

Inside testing provided insights into the 

behaviour of various candidate features and the 

features with the best performance were used to 

implement a 10-fold cross validation outside 

testing. 

 

3.2.1 Normalized Difference in Length 

(NDL). 

Word pairs having the same length are more 

likely to be spelling errors compared to words 

with different lengths. The NDL is derived by 

dividing the Difference in length between a 

word pair by the length of the longer word of the 

pair as described by the algorithm below. 

 

NDL Algorithm: 

Input words: w1, w2 

NDL = 
(Len(w1)-Len(w2))/max(Len(w1),Len(

w2)) 
Return NDL 

 

 

 

3.2.2 Normalized Levenshtein Distance 

(NLD). 

This is based on the total number of single 

character insertions, deletions and substitutions 

that is required to transform one word to another 

[21].  The NLD is derived by dividing the 

Levenshtein distance (LD) between a word pair 

by the length of the longer word of the pair. That 

is, ∀ i ∈ len(w1), ∀ j ∈ len(w2), L[i,j]: ld ∈  

R
m×n 

is the Damerau-Levenshtein distance 

between strings (words) w1 and w2. 

 

NLD Algorithm: 

Input words: w1, w2 

Comment: ∀ i, j, ld[i,j] is the Levenshtein 

distance between w1 and w2. 

Int ld Є Rm×n 

Comment: initialize each element in ld to 

zero 

m = len(w1), n = len(w2) 

  for j =1 to n: 

      for i = 1 to m: 

          if w1[i] == w2[j]: 

            score := 0 

          else: 

            score := 1 

d[i, j] :=  

Comment: deletion 

min(ld[i-1, j] + 1,  

Comment: insertion 

               ld[i, j-1] + 1,  

 Comment: substitution 

                   ld[i-1, j-1] + score)  

NLD = d[m, n]/max(len(w1),len(w2)) 

 Return NLD 

 

3.2.3 Normalized Damerau- Levenshtein 

Distance (NDLD) 

This is based on the total number of single 

character insertions, deletions, substitutions and 

transposition required to convert one word to 

another [19].  The NDLD is derived by 

dividing the Damerau-Levenshtein distance 

(DLD) between a word pair by the length of the 

longer word of the pair. That is, ∀ i ∈ len(w1), ∀ 

j ∈ len(w2), ld[i,j]: ld ∈  R
m×n

 is the 

Damerau-Levenshtein distance between strings 
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(words) w1 and w2.  

 

NDLD Algorithm: 

Input words: w1, w2 

Int ld ∈  R
m×n

 

m = len(w1), n = len(w2) 

  for j =1 to n: 

      for i = 1 to m: 

          if w1[i] == w2[j]: 

            score := 0 

          else: 

            score := 1 

d[i, j] :=  

  min(ld[i-1, j] + 1, $ deletion 

  ld[i, j-1] + 1, $ insertion 

  ld[i-1, j-1] + score) $substitution 

d[(i,j)] = min (d[(i,j)], d[i-2,j-2] + score) 

$transposition 

NDLD = d[m, n]/max(len(w1),len(w2)) 

Return NDLD 

 

3.2.4 Normalised Difference in Frequency 

(NDF) 

In spelling error pairs, one of the words usually 

has a much larger frequency compared to their 

spelling errors. The NDF is derived by dividing 

the difference in occurrence frequency of a pair 

by the maximum frequency. 

 

NDF Algorithm: 

Input words: w1, w2 

Compute the frequency of w1, w2 

NDF = 

(freq(w1)-freq(w2))/max(freq(w1),freq(

w2)) 

Return NDF 

 

3.2.5 Lower Frequency Normalised by 

highest pair frequency or total number of 

words (LF). 

It was reasoned that in addition to the relative 

frequency between error pairs, the absolute 

frequency of the word with the lower 

frequency is also indicative of a spelling error 

pair.  This frequency may be normalised by 

the frequency of the more frequent word in the 

pair or the total number of words in the 

document. 

 

LF Algorithm 1: 

Input words: w1, w2 

Compute the frequency of w1, w2 

LF1 = min(freq(w1),freq(w2))/ 

max(freq(w1),freq(w2)) 

Return LF1 

LF Algorithm 2 

Input words: w1, w2 

Compute the frequency of w1, w2 

LF2 = min(freq(w1),freq(w2))/ 

cardinality(wordlist) 

Return LF2 

 

4.0 RESULTS 

4.1 Inside Testing and Analysis of Data 

Performance on Perceptron Algorithm 

A set of features comprising an edit distance 

metric and word pair frequencies were fed to a 

bipolar activated perceptron model which then 

learns to distinguish error pairs from 

independent pairs. By so doing, the algorithm 

classifies words with small edit distances and 

high difference in frequency as spelling errors. 

In other words, as long as a word is written 

consistently in a certain way in the document, 

the system tends not to flag it as a spelling error 

since it is not likely to have a counterpart that 

may constitute a spelling error. 
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Table 2: Inside Testing Data for Features 

NDL, NLD, NDLD, NDF, LF. 

 

Inputs Accuracy (%) 

NDL, NDF 52.94 

NLD, NDF 65.88 

NDLD, NDF 77.06 

NDLD, NDF, LF1 77.06 

NDLD, NDF, LF2 77.06 

 

 

Table 3: Inside Testing Results of 

Combinations of Feature NDL, NLD, NDLD, 

NDF, LF1, LF2. 

 

 

 

 

 

 

 

 

 

The inside testing results displayed in Table 3 

clearly shows that the Damerau-Levenshtein 

distance feature (NDLD) yields better accuracy 

than the Difference in Length (NDL) and 

Levenshtein Distance (NLD) features. In 

addition, it is seen that the Lower Frequency 

features (LF1 and LF2) are redundant to the 

Difference in Frequency (NDF) feature. While 

Difference in Length and Levenshtein Distance 

features are redundant to the 

Damerau-Levenshtein distance. Therefore, in 

order to ensure the best possible accuracy and 

time efficient performance, the only features 

retained are Damerau-Levenshtein Distance and 

Difference in Frequency. 

As presented in Figure 1, the data shows some 

consistency in pattern. The line of separation is 

around a Normalised Damerau-Levenshtein 

Distance of 0.2, there is a small area of overlap 

between the two classes of data and a few points 

straying away from this boundary which implies 

that the features are not sufficiently 

discriminative to render the two classes linearly 

separable. 

 

 

  

Figure. 1: Damerau-Levenshtein Distance and 

Difference in Frequency Features 

 

In addition, among the false positives predicted 

by the model, there were also correct spellings 

as well as plurals and other affix forms of valid 

word pairs e.g. glass and grass, ship and ships, 

tish and tisha. This is due to their small 

Damerau-Levenshtein distance, thus implying 

an exception to the rule. Therefore, in order to 

address this exception, another feature that 

could possibly clarify the difference between 

words that have common morphemes was 

introduced. 

 

4.2 Morphology Feature Definition and 

Performance on Perceptron Algorithm 

This feature attempts to clarify valid pairs that 

have common morphemes from those that are 

actually spelling errors. For example, “woka” 

and “wokas” are valid words which were 

misclassified as spelling errors because of their 

common morpheme “woka”. 

The morphology feature of a pair is assigned 

using an algorithm that computes the 

probability that their common morpheme 

(whether free or bound) is a true morpheme. 

This feature is named probability of true 

morpheme (PTM) as indicated in the following 

algorithm. 

 

W1 W2 Tag NDL NLD NDLD NDF LF 

sulfur sulphur 1 0.143 0.286 0.800 0.0002 0.0007 

boat boastin -1 0.429 0.429 0.975 0.0013 0.0052 

gallon galon 1 0.167 0.167 0.500 0.0001 0.0003 

ben-dan ben-ben -1 0.000 0.286 0.000 0.0000 0.0001 

also alredi -1 0.333 0.667 0.973 0.0009 0.0049 

ben-ben beleful -1 0.000 0.714 0.938 0.0003 0.0021 
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PTM Algorithm: 

Input words: w1, w2 

Obtain morpheme w1 and w2 have in 

common 

Compute freq(morpheme with other free 

or bound morphs) 

Compute cardinality(morph) 

If freq(morpheme with other free or 

bound morphs) ≥ 2 

PTM(morph| w1,w2)=(freq(morph with 

other free or bound morphs)) ÷ 

(cardinality(morph)) 

 

If more than one morpheme occurs for a 

pair: 
PTM(morph_1, …, morph_n| w1,w1)= 

PTM(morph_1 | w1,w2) × … 

PTM(morph_n| w1,w2) 

 

Return PTM 

 

In other words, for a pair such as “wok” and 

“woka” since their common morpheme is 

“wok”, the algorithm computes the number of 

times that “wok” occurs with other valid bound 

morphemes such as; “a” and “as” as in “woka” 

and “wokas” and divides it by the number of 

times that work occurs with both valid and 

invalid bound morphemes such as “a”, “as”, 

“k”. In addition since this decision is based on 

only the document being edited, a valid 

morpheme was defined as one that occurs with 

at least two or more other free or bound 

morphemes. That is, for example in the 

document, “a” and “as” are considered valid 

bound morphemes because they occur with 

other free morphemes such as “pray” and 

“prish” unlike “k” that does not.  

The morphology feature was computed for both 

prefixes (whether free or bound) and suffixes 

(whether free or bound) increasing the number 

of features to four. In addition, when pairs have 

more than one morpheme in common, the 

probabilities of the morphemes are multiplied to 

obtain the feature value for that pair since it is 

believed that they are independent events. 

The morphology feature values of non-error 

pairs such as; “tish” and “tisha” mostly ranged 

between 0.5 and 1 while those of actual spelling 

error pairs such as “huri” “hurri” mostly ranged 

between 0 and 0.6 (besides exceptions such as 

deserv and deserve), thus further distinguishing 

the two classes. Then the inside test accuracy 

obtained after passing the four features through 

the perceptron algorithm increased to 79.41%.  

Since spelling error data resource was low, it 

was not possible to create a test set that was 

independent of the initial training set used for 

inside testing. Therefore, the same data which is 

comprised of 340 word pairs was rotated in a 

10-point cross validation process. This process 

also helps to check sampling error in the data. 

Table. 4: Word pairs and 

Damerau-Levenshtein Distance, Difference 

in Frequency and Morphology Features. 

 

 

 

 

 

 

 

 

 

 

 

 The average accuracy obtained from the 

perceptron cross validation was 46.47%. 

Furthermore, many valid pairs such as grass and 

glass were still misclassified as errors. The data 

was then passed to a Support Vector Machine 

algorithm and the performance was observed. 

 

 

 

 

W1 W2 Tag NDLD NDF PTM-P PTM-S 

tish tisha -1 0.200 0.634 0.667 1.000 

mi-sef misef 1 0.167 0.923 0.200 0.615 

ju tu -1 0.500 0.465 1.000 0.052 

deserv deserve 1 0.143 0.500 1.000 1.000 

min tin -1 0.333 0.949 1.000 0.164 

aminadab amminadab 1 0.111 0.500 0.008 1.000 

again agian 1 0.200 0.997 0.023 1.000 

clay play -1 0.250 0.733 1.000 1.000 
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4.3 Support Vector Machines (SVM): Inside 

Testing, Cross Validation and Analysis 

 

Inside testing accuracy obtained was 84.71% 

using a linear SVM and 99.12% using a 

Gaussian SVM. 

As shown in Table 5, the maximum and average 

accuracies obtained from a 10-fold cross 

validation process were 66.67% and 50.91% 

(with a Standard deviation of 0.08305.) which is 

a 4.44% increase from the average performance 

of the perceptron. In addition, the average 

percentage of true positives was 50.30%, 

average percentage of false positives was 

48.79%, the average percentage of true 

negatives was 0.61% and the average 

percentage of false negatives was 0.303%. 

 

Table 5: Cross validation results for Support 

Vector Machines (SVM)  

ACC(%) PREC REC F1-SCO 

66.67 0.667 1 0.8 

54.55 0.545 1 0.706 

48.48 0.469 1 0.638 

45.45 0.438 1 0.609 

63.64 0.636 1 0.778 

45.45 0.455 1 0.625 

51.52 0.531 0.944 0.68 

45.45 0.455 1 0.625 

42.42 0.424 1 0.596 

45.45 0.455 1 0.625 

50.91 0.51 0.99 0.67 

 

As a spellchecker, although the accuracy 

improved, the morphology feature did not 

sufficiently solve the problem, since many valid 

pairs such as “grass” and “glass”, “ship” and 

“ships” were still misclassified as errors. For 

cases of pairs with common morphemes such as 

“ships” and “ships”, it is believed that this will 

automatically resolve itself when more data 

with rich morphology becomes available for 

training. More data which will be 

crowd-sourced using the selected features 

would hopefully improve accuracy. 

However, as a standard wordlist generation tool, 

an average 0.303% false negative rate implies 

that the classifier correctly predicted most 

smelling errors in the test sets. Then the false 

positives (which on average accounts for 

48.79% of all cross validation predictions) will 

count as new entries for a standard wordlist for 

Nigerian pidgin after being manually ratified by 

linguists. This spelling list when updated 

extensively in the future can then be used with 

state of the art spellchecking techniques and in 

order words, solves the chicken and egg 

problem. That is, the method presented in this 

study will half the time required to generate a 

standard spelling list for Nigerian pidgin by 

clustering errors and thus providing a much 

smaller error search area. 

5.0  CONCLUSION 

The SVM algorithm obtained almost perfect 

prediction during inside testing and improved 

accuracy by 4.44% during cross validation. This 

indicates that given more data, it will yield a 

much higher average accuracy during cross 

validation and outside data test. 

Furthermore, this method will potentially aid 

the standardisation of orthographies as well as 

the development of corpus for many of the 

world’s resource-scarce languages. That is, 

since available writings in such languages like 

Naijá appear in various spelling styles, this 

technique can be used to aid the development of 

a standard orthography and spelling list from 

crowdsourced text. 

Due to the performance obtained, the approach 

presented in this study may not offer a compete 

replacement of the exiting methods of spell 

checking, but it certainly offers a simpler means 

by which some of the otherwise laborious 

aspect of corpus development (which is often 

manual) for resource-scare languages can be 

semi-automated in a bootstrapping phase. 

Naijá is a particularly resource scarce language 

and this study in itself suffered from the 
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resource scarcity in the sense that little data was 

available for it. In particular, the editing of the 

bible from which corpus for this study was 

extracted also suffered evidently from this 

resource scarcity. Thus, having demonstrated 

that this proposition is viable, the present study 

serves as motivation for a detailed proposal for 

raising necessary resources for gathering of 

adequately sized data for a future study to 

standardize the orthography of the language. 

And due to recently launched Naijá data 

generation projects by different media 

organizations, several potential data sources 

will include British Broadcasting Corporation 

(BBC) pidgin channel, The Jehovah’s Witness 

Organization and bible translation projects. 

Out of the more than 6000 languages spoken in 

the world today, a very large percentage 

constitutes resource-scarce languages, which 

are lacking in BLARK – the basic language 

resource kit required for the development of 

NLP in such languages. As already pointed out, 

these resources first and foremost depend on 

corpora which need spellcheckers to automate 

their development. Yet, the development of 

spelling checkers too requires corpora.  

Methods such as presented in this study can be 

used to breach such a cycle. 
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ABSTRACT 

Industrial Control Systems are highly interconnected infrastructures and networks that are used to 

control and manage industrial processes. Irrespective of the form assumed; Supervisory Control and 

data Acquisition System (SCADA), Distribution Control System (DCS), Process Control System 

(PCS), etc., a form of dependency exist within the setup, contextualised defined as the connection 

between two or more assets or infrastructure, such that the state of one can influence unilaterally, or 

correlate to the state of the other. This phenomenon introduces security threats, vulnerabilities, and 

risks in the emerging setup where IT are combined with OT for improving operational performance 

and productivity. However, since the criticality of cyber-attack impacts on ICS infrastructure can be 

quite huge, rapid, and damaging; there are needs for responses that can leverage new security 

concepts and approaches and expedite security assurance. In this paper, a functional dependency 

modelling perspective is considered, and a cascading impact scoping approach is presented for 

determining the potential impact of exploiting security vulnerabilities on targeted ICS infrastructure. 

The outcome can be used to influence security decision-making for improved cybersecure ICS. The 

proposed technique is validated using real cyber-attack and vulnerability analysis scenario on an 

assembly-line ICS testbed. The proposed approach offers episteme into the various destructive 

capacities possible from the failure of functionally dependent ICS components. A cascading impact 

value (CIV) metric is also proposed which can be adopted when evaluating an industrial system‟s 

security in a much quicker decision-making and response order, to avert potential damages and help 

improve cyber security in the ICS environment.  
 

Keywords: Cybersecurity, Functional dependency, Security Interdependencies, Cyber-Physical 

Interdependencies, Industrial Cyber Security. 

 

1.0 INTRODUCTION 

Industrial Control Systems (ICS) have emerged 

as the fundamentals of modern industrialization 

and precisely manufacturing, proffering 
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solutions to the complexities in human systems. 

ICSs are key components of an organization‟s 

industrial infrastructures, which contribute 

greatly to process management. ICSs are usually 

situated and used to control, monitor, and 

manage large industrial service systems often in 

critical infrastructure areas like manufacturing, 

electric power, transportation, chemical, energy, 

oil and gas, water, and wastewater industries. 

Depending on the environment, targeted 

objectives, and the processes required, ICSs 

could be implemented in three varied forms; 

Supervisory Control and Data Acquisition 

System (SCADA), Process Control System 

(PCS), and Distribution Control System (DCS) 

[1]. All ICS forms at some points in their 

functionalities gather partially or fully 

automated information about industrial 

processes and states from a variety of endpoint 

devices. They are able to initiate interactions 

based on automated logic, setting off alerts on 

events needing user (operator) responses, 

reporting and  storing system changes [1]. The 

significant social importance of ICSs and their 

criticality to the functioning of everyday 

activities imply that ample safety and security 

measures need to be identified and engaged to 

reduce the potentials for failure  [2], [3]. The 

need is quite timely, now that the industrial 

sector seem to have become attractive targets of 

cyber-attacks [4], causing disturbing impacts 

that happen so rapidly that before responses and 

remediation are conceived and engaged, weighty 

damages have occurred on infrastructures, 

people, businesses, and the environment.  

 

Essentially, ICSs consist of a collection of 

devices connected to form a network of systems, 

working harmoniously to further a predefined 

operational and (or) process goal. This 

harmonious interoperability expresses a form of 

(inter)dependency amongst the individual 

components of the ICS structure and 

architecture, such that the functionality of one 

component directly depends on the resulting and 

transferable output from another connecting 

component. Accordingly, ICSs consist of three 

broad component building blocks; field station, 

control station, and communication networks [5] 

– presented in Figure 1.  The field station 

comprises of instrumentation devices (sensors 

and actuators) directly connected to physical 

equipment (pumps, valves, conveyor belts 

systems, robots, etc.,) and Remote Terminal 

Units (RTU). Physical system dynamics are 

measured by sensors, and resulting values used 

to determine the initiation of actions by 

actuators. This continuous bidirectional data 

communication is enabled by the RTU, which 

provides the exchange interface to the 

instrumentation devices. For example, devices 

that can function as RTUs include; 

Programmable Logic Controllers (PLCs) and 

Intelligent Electronic Devices (IEDs). The 

controller station comprises of Master Terminal 

Unit (MTU) devices like Control Servers, 

Historians, and Human Machine Interface 

(HMI). The MTU operates as the soul of the ICS 

(SCADA, PCS, DCS), where command and 

control instructions are initiated, and activity 

supervisions are engaged over physical 

processes. The MTU typically relies on RTU 

data for its operations, while the HMI provides 

visual representations of the processes to 

operators. In some cases, the HMI allows 

flexibility for operators to manipulate process 

settings. The communication network comprises 

of devices and tools that make up, and enable the 

exchange of data across stations and components 

(devices). It typically includes various 

communication media and gateways like dial-up 

(telephone line), radio, fibre optics, and 

satellites. Efficiency of communication only 

requires that data be encapsulated within the 

required ICS protocol (Modbus, Profibus, 

DNP3, etc.) designed for the system. As shown 

in Figure 1, ICS building blocks are typically 

represented in a layered linking structure to show 

the interactive disposition between any 

connected layers. It also shows the 

component-to-component connectivity and 

dependency that drives the basic functionalities 

of the system. This connectivity and dependency 

forms the basis of this study.  
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The analysis of cascading impacts is a significant 

issue in ICS security because cyber-attacks on 

ICS systems can result to common-cause [6] and 

undesirable cascading impacts, which can lead to 

damaging consequences on multiple system 

components. Therefore, the criticality of 

cyber-attacks impacts on ICS infrastructure can 

be quite huge, rapid, and hurtful, and calls for 

responses that can expedite security assurance. It 

is pertinent to have handy; security concepts and 

approaches that can help foster effective 

security. This paper focuses mainly on cyber 

adversarial actions that can cause common-cause 

effects; and by extension cascading impacts on 

multiple connected components and 

infrastructure. This problem is of significant 

magnitude given that most ICS components and 

infrastructure control, or are bound to physical 

processes for the formation and delivery of 

services (products); locally and globally. 

 

 
Figure 1: Industrial Control System Building 

Blocks 

 

Typically, the immediate cause of cyber 

adversarial actions on ICS infrastructure are 

functionality disruptions or destructions. 

Connectivity and dependency in the ICS domain 

means that functionality disruption effects can 

travel long and wide through complex functional 

dependency chains beyond the initial target‟s 

domain. It can extend directly or indirectly to 

physical, institutional, political, and even 

economic effects [6]. An emulator approach is 

adopted to explore a realistic scenario of cyber 

dependency impact analysis in the context of 

security criticality through cascading effect 

evaluation, and protective prioritization. 

Security criticality is used to imply the degree of 

impact to services, operational, and societal 

disruptions or destructions due to cyber-attacks. 

Cascading impact scoping explores the extent to 

which impact on one device or component 

ripples down to another connecting component. 

Thus, the potentials for estimating the scope of 

negative impacts as a proactive measure towards 

engaging relevant cyber security capacity is 

explored. Understanding the span of impacts can 

support the prioritization decision required to 

identify and select what infrastructure 

technology device(s) bear the greatest impact 

scope and susceptibility, and requiring a more 

prompt and decisive security response. 

 

1.1 Security and Dependency in Perspective. 

Threats  and attacks to the functionality of ICS 

normally target the violation of ICS core security 

objectives - availability, integrity, and 

confidentiality [7], [8], and ancillary security 

objectives – authenticity, accountability, 

graceful degradation, timeliness, 

non-repudiation, veracity, etc. [9]–[12]. Widely 

held successful cyber incidents on ICSs clearly 

demonstrate that faults and flops in ICS 

networked components can greatly pose 

substantial ripple effects on other connected 

devices. This can lead to other risks such as; 

health and safety of humans, severe impairment 

to the environment, and economic impacts like 

production losses, injury to the industry and by 

extension the nation‟s economy, and illegal 

disclosure of proprietary information [13]–[15]. 

Earlier, this security stakes were non-existent; as 

ICSs were operated in isolation; what is 

technically called ‘air-gapping’ [16]. This meant 

that ICSs were completely secluded from other 

digital operating domains; particularly the IT 

domain. Today, the security-by-isolation 

concept has disappeared [17]. Industrial 

procedures and practices have transformed with 

management and control of most industrial 
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network infrastructures moving over to the 

internet domain [18]. Computerized industrial 

control, automations, and management has been 

noted to be a necessary apparatus for the 

sustenance and improvement of business/market 

relevance,  industrial performance, 

competitiveness, profitability, and cost savings 

for both ICS vendors and users [4]. These have 

continued to drive investment motivations away 

from highly proprietary, custom-built, 

stand-alone components, and towards 

commercial-off-the-shelf (COTS) system 

components (hardware and software). The trend 

is that of convergence of ICS on to the same 

operating platform as the IT systems; exposing 

the security weaknesses of the ICS domain, and 

also transferring to the ICS domain, inherent IT 

security vulnerabilities and risks. For one of 

several threat-enabling reasons; ICS devices and 

infrastructure were not initially designed with 

security in mind. It suffices to note that advances 

in the digitization of industrial processes, and the 

ease of getting through with planned or 

premeditated attacks explains why cyber 

adversaries have focused their nefarious 

activities on industrial networks.  Adversarial 

moves are exploiting organized systems whose 

business models depend on the availability, 

exchange and transmission of digital 

infrastructures and content.  Industrial 

organizations store and transmit intellectual 

properties in digital forms, use computer-aided 

processes to develop products, services and 

manage their operations networks online [19].  

It is noted that an estimated 10% of all 

IP-enabled devices in existence today are ICS 

devices, and projected to attain a compound 

increase to about 30% by 2020. This is 

interpreted to amount to about 7 billion devices 

expected to be on IP-based connections and 

platforms  [20], [21], and expressing the 

envisioned characteristics of industrial internet 

of things (IIoT) [22]. This also translates to clear 

exposures to as much IP-based  threats and 

vulnerabilities [23]–[25], and bringing about 

malicious cyber-attacks, and cyber dependency 

failures [26], [27]. However, as industrial needs 

and reliance intensify, it is not only important 

that industrial actors become aware of the 

cyber-attack threats and the full extent of their 

consequences [4], but also understand the extent 

of dependency-driven impacts expressed by 

varied system components that would help the 

determination of security criticality and control 

of  attacks. 

 

Dependency is described as the connection 

between two or more assets or infrastructure, 

such that the state of one can influence 

unilaterally, or correlate to the state of the other. 

Interdependency refers to a multi-directional 

influence, where devices are linked at multiple 

points, such that a bidirectional dependency 

exists between the states of one or more given 

pairs of infrastructure [25], [28]. In this work, 

dependency is used to imply both ‘dependency’ 

and ‘interdependency’ interpretations 

accordingly. Real incidents have shown that 

dependencies exist among interconnected 

infrastructure components that make up an ICS. 

A broader but good example of this impact 

potentials is seen in the Italian electrical blackout 

incident of 2003. The initial effect was the 

shutting down of power stations. This led to the 

failure of nodes in the internet communication 

network, and further triggered the breakdown of 

power stations [29]. Another incident is the 2003 

electrical blackout in Midwest and Northeast 

United States and Ontario, Canada [27]. 

Presumably, the resultant aggregated impacts of 

this incident could have started with the 

impairment of perhaps a single system or device 

within the electric power ICS network. 

However, the impairment could have sent ripple 

impacts to devices directly connected to it, 

which in turn also exerted surging effects on 

devices connected to them. In the end, the 

impairment is replicated on all devices down the 

tree according to their dependencies for data on 

pre-affected devices. A way dependency 

manifests is in the disruption of one system 

which can spread to other systems in a cascading 

fashion.  A second  mark of dependency is an 

event triggering contrary effects on multiple 
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components simultaneously, and a third is the 

undesirable effects of a single device or 

infrastructure; building up over time, and 

causing complications for other systems [30]. 

While some of the impacts could be rapid; 

especially in the case of direct connections or 

dependence, or gradual; in the case of indirect 

connectivity or dependency. However, the 

common ground is the reality that resulting 

impacts can affect overall system functionality, 

operational goals, services, health and safety, 

and economy, and in worse cases; extending 

ripple effects over large geographical areas that 

could cut across national or international 

boundaries [31].  

 

2.0 Related work 

The unifying idea in the plethora of researches 

related to dependency classifications, modelling, 

and cascading effects analysis is that they are all 

about infrastructures with multipart, adaptive, 

and dependent systems with the potentials for 

transferring impacts across a chain of 

connection. 

 

Dependency could be either unidirectional or 

bidirectional [32]. The researchers noted 

dependency to be unidirectional or bidirectional, 

such that direction specification is not as 

necessary a requirement as the dependency‟s 

existence and multiplicity itself. We concur that 

dependencies may occur between two 

components, within a single infrastructure itself, 

and may include loops (components causing 

impairment in another connected component, 

which again causes additional impairment in the 

first component), or dual/multiple (one 

component cases impairments in two or more 

connected component). Dependency can also be 

distinguished from the perspective of direct (first 

order) or indirect (second order) [33]. It follows 

that if for instance an ICS component i depends 

on component j, and component j depend on 

component k, then there is a second order 

(indirect) dependency between i and k. However, 

it is noted that such extended level dependencies 

tend to be difficult to observe and identify 

depending on the perspective upon which the 

mappings are drawn.  

 

Another classification is presented in [34], 

unveiling the aspects of spatial and functional 

dependencies. While spatial interconnectedness 

implies closeness between components being the 

most important relationship between systems, 

functional dependency refers to a scenario in 

which one component‟s operation is necessary 

for the operation of another component. For 

example, an MTU device like HMI server 

relying on the functionality of certain 

communication gateway (router) to pass on 

command instructions to an RTU device (PLC). 

If the gateway does not function as desired, then 

the RTU would not functions as desired. In  

[30], this dependency classification is further 

expanded to cover a wider transactional sphere 

covering; functional, physical, budgetary, 

market, and economic interdependencies.  

 

Dependency has been categorized into four; 

physical, cyber, geographical, and logical [31]. 

Two devices are physically interdependent if the 

state of each is dependent on the material 

output(s) of the other. Accordingly, 

perturbations in one device can ripple over to 

another device; implying that the deviation from 

normal operating conditions in one device can be 

a function of the deviation in a second device. 

Cyber dependency is established when resultant 

states depend on data or information transmitted 

through the information infrastructure. This type 

of interdependency is relatively new, and 

predominantly encountered in electronic and 

computing environments where control and 

automations are instantiated and maintained to 

ensure the normal running of certain systems. 

Examples are in manufacturing, transport, 

telecommunications, oil and gas, energy, water 

and waste water treatment, etc. Infrastructures 

that run or control processes in these industrial 

sectors are only able to function because of 

interconnectivity amongst varying devices, 

enabling the sending, reception, and exchange of 

digital data. Geographic interdependency is 
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established where a local environment event can 

create state changes amongst locally close 

objects; within close spatial proximity. Logical 

interdependency comes into play if a state in one 

device depends on the state of the other through 

a mechanism that is neither physical, cyber, or 

geographic. A typical example is the human 

decision factor. Researchers have further 

complemented the earlier classification [31] with 

one additional class referred to as; social 

interdependency [35]. This class have been 

described as dependency impact relationship 

enabled by the spreading of disorder or faults 

due to human activities on the normal operations 

of an infrastructure. A similar classification is 

adopted for interdependencies. These include; 

physical. Informational, geospatial, 

policy/procedural, and societal 

interdependencies [36]. Researchers has also 

outlined couple of interdependency 

identification modelling techniques like; 

aggregate supply and demand tool, dynamic 

simulations, agent-based models, physic-based 

models, population mobility models, and 

Leontief-based models [37]. Some of these are 

variants of other methods earlier adopted, like 

the simulation-based approach input-output, and 

generalized network and system-of-systems 

approach [30]. 

 

3.0 Proposed Model 

To develop a functional dependency and 

cascading impact assessment method that takes 

into account existing security deployments in an 

ICS environment, and guide the development of 

a cyber security plan, a structured approach is 

presented. This approach takes into 

consideration the layers of a typical ICS network 

infrastructure, which is an already supported 

concept in earlier works [38], [39]. The 

generalized notion involves understanding how 

micro-level dependencies affect macro-level 

structures or system, and vice versa. These may 

easily be grasped through the analysis of multi- 

level hierarchies following predefined objectives 

and requirements of a decision-maker. However, 

unlike earlier layered (inter)dependency works 

which do not directly trail the path of risk 

assessment, the method presented in this paper 

adopts an indirect approach. It assumes a 

metric-like dimension such that the quantities 

derived could in themselves be useful for 

high-level quick decision-making, and can as 

well be adopted as potential metric inputs in a 

larger security risk assessment goal. 

 

The layered approach is thus adopted in the 

examination of criticality and cascading impact 

because of cyber-attack or incident on the ICS 

system through strategic targeting of specific 

system-constituent devices. Essentially sharing 

the views in [6] about cascading effects 

potentials, only that this work mainly focuses on 

the scope of impact spread and consequences on 

the system. The key here is to understand what 

devices has the potential to amass a wider and 

larger scope of ripple effects on the entire system 

when attacked and caused to fail or malfunction. 

Accordingly, we break down the typical ICS 

network infrastructure into five functional 

layers; Field Execution, Data and Process 

Execution and Monitoring, Data and Process 

Control, Gateway Communications, 

Network-Based Defence Mechanism/Setup. 

This functional layered concept is abstracted 

from the popular Purdue Enterprise Reference 

Architecture (PERA) [1], which recognizes that 

network structures must manage assets (PLCs, 

Controllers, Historians, Servers, etc.) at varied 

levels of dependency, rapidity, and assurance so 

as to achieve tolerable response, resolve, 

trustworthiness, and reparability. Following this, 

we define functional layers to mean the various 

actionable roles, responses and behaviours 

expressed by devices on the ICS network, and 

essentially follow a bottom-up approach to 

examine the functional dependencies between 

proximity layers, the impact and extent of 

cascading effects that are feasible from attacking 

any layered device. Accordingly, this work 

proposes a three-staged Cascading Impact 

Scoping (CIS) Scheme driven by a functional 

dependency relationship modelling approach, 

which is represented in Figure 2. 
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1.1 – Target Device/Infrastructure    

          definition

1.2 – Attack Type & Mode 

          description

Step 1 : 

Event Description

2.1 – Device functional layering

2.2 – Functional dependency 

          mapping

Step 2 : 

Functional Dependency 

Relationship Structure

3.1 – Device CIV Evaluation

3.2 – Cascading Impact Matrix & 

          Charting

3.3 – Priority Ranking

Step 3 : 

Impact Analysis & 

Prioritisation

 
Figure 2: Cascading Impact Scoping Scheme 

 

3.1 Event Description 

This initial stage of the CIS scheme involves the 

clear identification and description of the system 

being analysed, and the type/mode of attack 

from which the functional dependency is 

analysed. Thus, two sub-steps are required in this 

stage. 

 

3.1.1 Target device/infrastructure definition  

This requires clearly identifying the scope of 

system being analysed and the specific device 

targeted in the scoped system. Scope implies an 

indication of how wide in network coverage the 

analysis intends, e.g., a local network of ICS, or 

a segmented network of specific process out of a 

larger area-wide ICS network. The specific 

device to be targeted would also be indicated, 

e.g., an industrial switch, PLC, HMI, etc. This 

will usually be from the list of enumerated 

functional and connected devices on the ICS 

network. 

3.1.2 Attack type / mode description 

This basically involves relating the specific type 

of attack intended against any stated device(s), 

e.g., Denial of service, System Hijacking, etc. 

This is usually influenced by the type of 

vulnerabilities discovered in the system and 

networked devices. This step is considered very 

important because it is believed that different 

attack types would potentially exert different 

impairments impacts if executed on the same 

devices. It is therefore pertinent to clearly 

distinguish the impact levels of different attacks 

forms on a certain device, and not assume that all 

attacks will yield the same results. 

 

3.2  Functionality Dependency Relationship 

(FDR) Structure. 

This stage involves developing a layered 

structure of the ICS system in line with the way 

the physical networked has been designed and 

configured to be operational, and doing a 

functional dependency mapping of the devices 

on the ICS network.  

 

3.2.1 Device Functional Layering.  

The layer representations are done according to 

typical operational functions within basic ICS 

platforms [1], [25]. Table 1 shows a summarised 

description of the ICS functionality 

classification layers used in this work. 

Accordingly, there exist some form of 

dependency within close (1st order) spatial 

proximity layers, and extended (2nd order) 

spatial proximity layer. 1st order imply 

next-to-next layer closeness, while 2nd order 

implies more than a single layer closeness 

relationships. Enumerated device on the network 

are positioned in the layered class description to 

which they belong to capture the nature of 

dependencies each has with its corresponding 

proximity device and layer.  

 

3.2.2 Functional Dependency mapping:  

This involves using directional arrow symbols 

(functional dependency connector) to connect 

one device to another in their order of functional 

dependency; following a bottom-up approach. 

Accordingly, an arrow from i → j denotes a 

directional functional dependency, i.e., the 

functionality of device i aptly depends on the 

functionality of device j. hence, if there abound 
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any form of impairment due to cyber-attack on 

device j, the impact of such is assumed to ripple 

down to device i; altering its functionality or 

operations as well. A bi-directional arrow i↔j 

depicts a bi-directional functional dependency, 

and by extension; cascading impact This is not 

isolated from the potentials for an impairment in 

a single device to exert cascading impacts on 

multiple layers and devices, which forms the 

basis for the prescribed cascading impact value 

(CIV) for every individual device on the ICS 

network. This could be easily described by 

determining; the layer upon which the said 

device resides, and the number of underlying 

devices whose functionality depends on the said 

device‟s normal operation

Table 1: Industrial Control System Functionality Classification Layers 

Layer (Functional 

Dependency) 

Description Example Devices 

Layer 1:  

Physical execution 

functions 

Outlines physical devices that execute physical 

processes activated by connected sensors and 

actuators. 

Sensor & actuator driven 

valves, pumps, motors, 

transmitters, assembly 

system, etc. 

Layer 2: 

Logical execution 

& monitoring 

functions 

Outlines devices responsible for sensing and 

manipulation of physical processes. Encompasses 

continuous closed-loop, sequences, batch, and 

discrete controls, and process monitoring. 

PLCs, IEDs, RTUs, HMIs, 

DCS systems, etc. 

Layer 3: 

Control and 

Workflow 

Management 

functions 

Outlines devices with multitasking process 

capacities. Includes devices that handle workflow 

management for product realisation 

Engineering workstation, 

Data Historian, process & 

production management, 

scheduling, control 

optimisation, etc. 

Layer 4: 

Communication 

Gateway functions 

Outlines devices responsible for enabling exchange 

and passage of instruction/command set, data, and 

information across stations, sub-station, and all 

devices on the ICS network, locally or area-wide. 

Dial-up (telephone line), 

radios (routers & switches), 

fibre optics, etc. 

Layer 5: 

Boundary-based 

security functions 

Delineates network-linking device(s) usually 

position at boundary points between two or more 

network segments, e.g. between ICS network and 

corporate or internet network. Security typically 

considered due because most devices at this 

position usually assume security by isolation 

approach either as a key role, or part of a list of 

roles undertaken by the device(s).  

Hardware Firewalls, 

Intrusion Detection Systems, 

etc. 

 

3.2  Impact Analysis and Prioritization 

This stage involves the process of determining 

the CIV and range for all the devices on the ICS 

infrastructure, the development of a cascading 

impact charting, and matrix-like structure to 

indicate the position of each device with respect 

to functional dependency, and the computation 

of CIV Probabilities and ranking same in order 

of priority responses. 

 

 

3.3.1 Device CIV Evaluation 

We present a cascading impact array of values, 

which describes the summative impact scope of 

a vulnerability or attack mode relative to a 

specified asset or device on the ICS network. 

This outlines the physical extent to which a 

vulnerability if exploited successfully could 

exert cascading impacts on the whole system. 

From the FDR structure, it has been earlier noted 

that two quantities are derivable that could be 

used to describe a potential cascading impact 

value of a specific device; (i) Functional layer 
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placement (FLPk), and (ii) Number of devices 

whose impairment are functionally dependent on 

specified device (NDk). Both quantities could 

take values from a set; A = {x1...xp} according to 

the number of devices registered on the ICS 

network, and set B = {y1,...yp}; the number of 

functionality dependent devices. However, the 

rang of these quantities define the minimum and 

maximum values possible for x and y. The 

minimum value for x in A is 1; i.e., the least 

number layer on the FDR structure, while the 

maximum xmax is the highest possible number 

layer that could be achieved during the FDR 

structure development process. It might not be a 

member of set A, but the definitive value of x 

would increment by 1 if the attacked device is 

also impaired. The minimum value of y in B is 1; 

i.e., implying the existence of a single device on 

the network, while the maximum value of y is 

ymax, not necessarily a member of B, which also 

implies the maximum number of independent 

operationally integrated device on an ICS 

network. Thus, in set A, no potential x value 

could abound greater than xmax, and same in a set 

B (none greater than ymax). Functional 

dependency attributes could thus be represented 

as a set of Natural numbers (N; given that the 

members of the set are countable numbers). Such 

that the Range of set A = {x1,….xp}, where xp ≤ 

xmax, and set B = {y1,….yp}, where yp ≤ ymax. It 

follows that {x ϵ  A:   x ≤ xmax}, and  {y ϵ  B: 

  y ≤ ymax}. 

 

3.3.2 Cascading Impact Matrix and Priority 

Charting  

The values xmax and ymax can be used to develop 

an xmax by ymax matrix structure that prescribes a 

resulting set C containing an outline of potential 

cascading impact attributes resulting from 

impairments due to attacks on specific devices. 

Each element in C is referred to as a cascading 

impact value (CIV) of a potential device in the 

ICS network. This is a Cartesian; product 

yielding an ordered pair of elements (values) 

such that in each ordered pair, the first 

component is an element of A, and the second 

component is an element of B.  For instance, a 

layer 3 device (x = 3) with certain vulnerability 

if successfully exploited; could amass 

underlying effects that extend to layer 2 and 

rippling onto two other functionally dependent 

devices (y= 2+1 = 3). The cascading impact 

matrix presents a pool of cascading impact 

values (CIVs) within which every resultant 

device CIV would fall. The cascading impact 

matrix is thus described as a function F, which is 

a Cartesian Product: A x B, yielding a set C.  
 

                                    
                  (1) 
 

So that 
 

                (1.1) 
 

Since FLPk implies any value of x in A, and 

NDk implies any value of y in B, then, function;  
 

                 (2) 

 

                (2.1) 
 

Where: k = k
th

 particular device. 

 

3.3.2 Priority Ranking  

With known individual CIV values, it is possible 

to order the impact levels of devices by their CIV 

values. Accordingly, it is possible to determine 

which devices possess the greatest cascading 

impact potentials depicted by the device with the 

greatest CIV value among the enumerated 

devices. This could also aid both inter and 

intra-layer security prioritization analysis, and 

the possible deduction of cascading impact 

trends due to cyber incidents on an ICS 

infrastructure.  

 

4.0 SCENARIO TESTING 

To aptly represent the concept presented, we 

adopt a testbed approach that involved 

developing an emulator ICS to mimic the basic 

functionalities of an industrial environment. 

Cyber-attack is then simulated on the built ICS 
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testbed with a view to underscoring the impacts 

on targeted devices, and the observable ripple 

effects on functionally dependent (directly 

connected) devices to the target, and how far the 

impacts extend to the whole entire network 

infrastructure.  

 

4.1 Step 1 - Event Description (Attack type 

and Target) 

The network consists of a PLC with extended 

Input/Output Modules, HMI, Industrial Switch, 

Programming Workstation, Attacker‟s 

Computer, a sensor-driven & motor-driven 

conveyor belt system, and sensor-driven & 

motor-driven 3D Robot system. Figure 3 shows 

a network architecture of the ICS emulator setup. 

The 3-D robot and conveyor/punching machine 

represent field equipment are controlled with 

photoelectric sensors and actuator limit switches 

receiving instruction sets from the PLC with its 

extended I-O module unit.  The external I/O 

module, the HMI, and process control machine 

are connected via the Industrial Switch, which 

serves as the central hub for the PROFINET 

network. The PLC is linked to the same hub, 

sharing a direct communication connection on 

the PROFINET network. The attacker‟s system 

is used to gain access to the network via the 

industrial switch; being a prominent and easy 

entry and access point to the demonstrator 

network. 

 

 

I/O 
Module

Product Picking 
& Placement

Product Labelling 
Machine

Process Control 
Machine

Attacker 
Machine

HMI

PLC

Industrial 
Switch

Conveyor 
& Puncher

3D-Robot 
Arm

Firewall

 
Figure 3: ICS Emulator Network Architecture for Test Scenario 

 

Network reconnaissance was carried out 

(profiling and vulnerability analysis), target 

selection and exploitation undertaken. These 

were furthered using a Denial of Service (DoS) 

attack (using free exploitation tools available on 

Kali Linux Distribution) on the industrial switch. 
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The choice of DoS as attack mechanism is 

because it is the easiest form of attack on ICS 

that could bring about very severe impacts due to 

the design and computing power; emphasizing 

their inability to cope or withstand flooding and 

intermittent interruptions in communication. We 

thus considered the most critical security 

requirement of a typical ICS infrastructure; 

availability; which emphasizes the inability to 

access processing data at the needed time to 

accomplish pre-set task. 

 

Exploitation of the discovered vulnerability on 

the industrial Ethernet switch (gateway) via a 

port 80, listening and accepting connection 

queries from a web client brought about very 

noticeable results, and impact on the ICS 

network infrastructure. To articulate further, it is 

essentially a buffer overflow attack executed 

through initiating a SYN flood command 

targeting the said port to achieve DoS; 

overwhelming the switch with numerous random 

packet than it can handle per time, and causing it 

to lag in its preconfigured status of enabling 

gateway data exchange amongst other devices 

on the network; control workstation, PLC, HMI, 

etc. As aimed, the attack was effective when 

sustained over an extended period; causing the 

switch to restart shutting off the flow of data on 

the network. Again, as a result, couple of 

cascading inefficiencies that rippled out to other 

devices on the network due to the disruption of 

the switch‟s functionality. On the immediate, 

there was a loss of functionality in term of 

monitoring capability on the HMI. The control 

of the PLC via the control station computer was 

breached and disrupted. Control of the extended 

I/O was temporarily lost which in turn affected 

the functionality of the 3D-Robot. 

 

The outcome of the DoS attack on the prototype 

process ICS SCADA; specifically targeting the 

industrial switch, and the observation of 

corresponding impacts on other devices showed 

that clear functional (inter)dependencies exist 

amongst the components that made up the 

process control system. apparently, it affirms 

that ICS components are greatly dependent on 

the other such that an interruption due to 

cyberattack in one is capable of causing 

cascading impact on others, especially devices 

and assets directly connected to, and directly rely 

on data or instruction sets from the failed device 

for their normal functionality. As simply 

articulated in [171] in (Knowles, 2015), “what 

happens to one infrastructure can directly and 

indirectly affect other infrastructures, impact 

large geographical regions, and send ripple 

throughout the national and global economy”. It 

is apparent that any marginal service or 

operational disruptions of ICS or its 

component(s) can induce devastating crunches 

on the environment and society. 

 

4.2 Step 2 - Functionality Dependency 

Relationship (FDR) Structure   

In line with the emulator (cyber-attack 

demonstrator) network architecture, the 

functional dependency relationship (FDR) 

structure was developed considering the 

proposed layering of devices in order of 

functionalities, and the mode of connection and 

dependencies expressed by the design. 

 

4.2.1 Layering and Dependency Mapping:  

Connector arrows were used to indicate the 

direction of dependency for each devices and 

multiple arrows directed on single devices 

depicted multiple dependences from underlying 

devices. Equation 1 above was used to compute 

the CIV values of individual devices as 

represented on the FDR structure in Figure  

4.2.2 Impact Prioritization 

Given that there are 5 functional layers 

represented in the functional dependency 

architecture, and a total of 8 connected devices in 

the architecture, equation 1 is used to compute 

individual device CIV values to generate an 

array of Cartesian product set C as shown in 

figure 5 the values shaded therein indicate the 

computed values of testbed ICS components on 

the scenario architecture. Precise CIV values for 

precise components are is clearly presented in 
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table 2., and a line chart showing the 

layer-by-layer CIV trend is also presented in 

Figure 6 

4 

 

 
Figure 4: Functionality Dependency Relationship (FDR) Structure for Test Scenario 
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Figure 5: Cascading Impact Value matrix (Cartesian) Representation for Test Scenario 

 
Table 2: Precise Component Cascading Impact Values for test Architecture 
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Device Layers CIV 

3D-Robot 1 1 

Conveyor/Punching Machine 1 1 

HMI 2 2 

PLC 2 8 

I/O Extension Module 2 4 

Control Workstation 3 18 

Industrial Switch 4 28 

Industrial Firewall 5 40 

 

 

 

Figure 6: Cascading Impact Value Layered Trend 

 
 

4.3 Analysis and Discussion 

From the outputs derived, the device that takes 

on a highest priority for security response is 

interpreted to refer to the device that retains the 

greatest CIV, which further implies the 

impairment scale on device that exerts the 

widest rippling effect on the ICS network. The 

output from table 2 also makes easy the process 

of prioritizing the focus of security effort; the 

process of identifying what device(s) on the 
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network that assumes highest priority both from 

an inter and(or) and intra-layer analysis 

perspective. From the inter-layer analysis point 

for instance, the PLC is on layer 2 of the FDR 

architecture, and has a CIV = 8. The industrial 

switch is on layer 4 of the FDR structure with a 

CIV = 28. It implies that security attacks that 

impacts negatively on the standard functionality 

of the industrial switch would potentially amass 

wider, and potentially more devastating effects 

on the underlying directly or indirectly 

connected devices and potentially the whole 

network of ICS infrastructure. The cascading 

impact would be potentially greater than any 

similar cascading impairment resulting from the 

direct targeting of the PLC. If an inter-layer 

choice is to be made on which device of the two 

should be accorded first response in terms of 

security consolidation or hardening, certainly 

the industrial switch takes such priority position 

over the PLC. However, from an intra-layer 

standpoint, three devices; HMI, PLC, and I/O 

Extension Module, are all functionally 

positioned on layer 2 of the FDR structure. This 

presumes them to all bear equal impact exertion 

degree due to security attack on the 

infrastructure. However, their respective CIV 

values seem to vary due to the nature of 

functions played by each, and the number of 

lower layer devices that are functionally 

dependent on each of them. The HMI yields a 

CIV = 2, the PLC CIV = 8, and the I/O 

Extension module CIV = 4. Following the rule 

of greatest cascading impact value, the PLC 

takes on the highest priority position; needing 

most security attention and effort such that 

would control a wider impacts on the ICS 

infrastructure in the face of a cyber-attack 

targeting the layer 2 functional devices. 

Generally, following the outcomes of the 

Cartesian product matrix C represented in figure 

5, it suggests that the industrial firewall with the 

greatest CIV = 40 assumes the greatest priority 

for security. Essentially, if such security 

capacity on an ICS infrastructure gets sabotaged 

and broken, then a potentially widest attack 

potential is enabled on the ICS infrastructure, 

and a potentially widest cascading impact is 

probable. 

 

Typically, the CIV, and by extension the impact 

scope tends upwards up the layers of functional 

dependency or functionality attributes of an ICS 

infrastructure as seen in figure 6.  It suggests 

that the strength and capacity of security efforts 

on the network infrastructure would be 

dependent on the position (layer) where security 

deployments are enabled on the infrastructure. 

And accordingly, as one moves upwards the 

FDR layers, the cascading impact of 

functionality impairments; depicted by CIV 

potentially increases. 

 

The CIV increment by layer offers insights and 

justification into exploiting security 

optimization concepts from a network design 

perspective. It reaffirms already prescribed 

measures for improving ICS security via 

segmentation for networks, zones, and conduits, 

which describes the process of enabling 

physical and (or) logical demarcations, security 

access control, and by extension; cascading 

impact control. Larger networks are demarcated 

and broken down into smaller, more 

manageable, physical or logical networks with 

additional security controls complemented by 

the Principles of Least Route. This emphasizes 

that devices that do not physically or 

functionally belong to a zone should be denied 

direct connection to the zone. Since higher CIV 

means potentially wider cascading impacts due 

to security incidents, it follows that 

implementing least route principle would 

involve breaking down a network of ICS into 

smaller bits of functionally dependent and 

related devices and network, and according to 

the roles or functions in the actualization of 

predetermined processes. It would ensure that a 

device that is not directly connected to zone 

would not be allowed connection, functional 

dependence. Accordingly, impacts in one small 

zone would be controlled and not allowed to 

ripple out into other zones on the network. 

Smaller zones would bring out lower CIVs; 
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meaning reduced functional dependencies and 

cascading impacts on the network 

infrastructure. This work theorizes the concept 

„Attack-space attenuation’; which essentially 

seeks to shrink the impact space and scope of 

cyber-attacks on ICS networks; tightening 

reachability to devices, and constraining 

rippling effects within a small as possible area 

of the network. 

 

Cascading impact scoping offers an insight into 

the varied damage potentials that could be 

sustained as a result of the failure of 

functionally inter(dependent) ICS components. 

Accordingly, this CIV offers a potential security 

metric quantity which could be used to assess a 

system or organization‟s security posture in a 

much quicker way to invoke quicker decision 

making and response; to avert potential 

damages. Aside from aiding speedy and 

proactive security response, this quantity as a 

metric could also be a subset; proffering 

valuable input to a larger, desirable, quantitative 

security metrics taxonomy. The approach 

presented can also be grafted into a much larger 

ICS critical control point security risk 

assessment scheme. 

5.0  CONCLUSION 

In the face of the numerous complexities in 

network architectures, infrastructure 

integrations, and the dependencies that abound, 

simple approaches are required that can help 

ICS designers and developers achieve more 

robust and secure architectures.  In a modern 

industrial network where advancements are 

enabled through IT-OT infrastructure 

integrations, failures due to cyber-attacks on 

higher-level IT components could as well exert 

very serious devastating effects on lower-level 

OT, SCADA, and ICS component 

infrastructure. Because of the nature of 

connectivity and dependency among these 

integrated infrastructures, each component 

whose functionality is impaired due to cyber 

adversarial action, would to some degree lead to 

multiple cascading chains of negative impacts 

on its functionally dependent components. Very 

needful are approaches that can help both 

technical and non-technical users attain easy 

and quick strategic prioritization, 

recommendation, and placement of security 

features and capabilities for enhanced or 

hardened security posture. Functional 

dependency modelling explored proffers a 

high-level approach to achieving these gains via 

cascading impact scoping; an approach for 

assessing the span to which impairments can 

spread over a targeted network. If meticulously 

engaged, this approach would offer insight to 

the effectiveness and efficiency of any 

intending network segmentation and 

improvement activity geared towards enhancing 

security of a pre-evaluated ICS network. It will 

allow for multiple tests and optimization 

potentials without necessarily engaging the 

physical and financial rigours of real 

environment testing. It also helps to understand 

and determine which out of several discovered 

vulnerabilities; if exploited, bears the potential 

to causes the greatest impact or harm to a 

network infrastructure, and aid prioritization for 

response. Cascading impact value can also be 

considered a subclass of any security metrics 

taxonomy, and potentially an attribute in a 

larger security risk assessment framework. 

Consequently, infrastructure owners (especially 

the non-technical section) can achieve speedy 

and timely decision-resolve that can bring about 

improved cyber security on ICS infrastructure; 

in response to known or discovered 

vulnerabilities and their potential impacts.  
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ABSTRACT 

 

 

Getting directions from one place to another on the University of Ghana, Legon campus can be 

very exhausting. In this project, a more suitable way to locate venues using a web and mobile 

platform was developed. This research aimed at developing a „social-academic media‟ platform 

on top of a geo-information service using the power of mobile and web technologies in 

disseminating information to a wider audience. A web and mobile based „social-academic 

media‟ platform referred to as UGMAP was developed. UGMAP allows a system administrator 

to create events and send notifications (alerts) to users through the web and also to their handheld 

devices. The mobile module of UGMAP is implemented in Android to provide the different 

routes that the users can take to navigate to their given destinations. This „social-academic 

media‟ platform enables a system administrator to make modifications of events taking place 

within the University of Ghana, Legon campus to users via web and or mobile technology. This 

research shows the role of location based services in a social media context. Future additions to 

the work will focus on enabling the users to get dynamic route mapping, where the routes on the 

maps move as the user moves, and to enable any information concerning an event to be 

automatically fed into the application. 
 

 

Keywords: Android application, location, mobile, web, geoinformation service. 
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1.0 INTRODUCTION 

The task of finding places is not an uncommon 

phenomenon in human societies. People usually 

get to an event late, get stressed out by the time 

they arrive, or miss the event altogether because 

they do not know the location of an event 

beforehand. Also, some students on the 

University of Ghana Campus hardly ever get to 

know of events that happen due to busy 

schedules. Students and staff who are new to the 

campus  such as distance students, international 

students, first year students and students on 

exchange programs as well as newly recruited 

staff need a better way of getting directions. 

There is a problem of people missing their way 

to venues and sometimes even arriving late at the 

events when proper directions are not given.  

These challenges inspired the development of 

the new way to get to know about events, where 

they are located and how to get there.  

It is therefore necessary to have a dedicated 

application that can provide navigational 

information faster and more efficient way. 

This research aimed at developing a platform 

referred to as UGMAP that would enable a 

system administrator to input data from the 

back-end and allowing for notifications to be 

sent to users in a convenient way. Also, the time 

of users which would otherwise be used to ask 

for directions would be saved. The next 

objective is to display the route from where the 

user is to where the user is going on a mobile 

device. Finally, the application is meant to 

display information about events at the 

respective venues. 

The research described in this paper was 

implemented for notification and alert with 

geoinformation as the backbone for users within 

the University of Ghana Campus community. 

And it targets the students, visitors and staff, 

especially those who are new to the campus 

where rapid dissemination of information is 

always essential. UGMAP has an integrated web 

and mobile modules. The web module was 

developed using Ruby on Rails [[1],[2],[3]] for 

the web application and Android java for the 

mobile application. The research can be adapted 

in any given geographical space. The data from 

the back-end include addition of categories, 

venues and events that would be happening on 

campus. This would save the time of the users by 

showing routes on the hand-held mobile device 

of the user and displays information concerning 

events happening on the campus. The Rails and 

Android programs works with Ajax and 

RESTful services to implement the mobile 

module which run on a GPS-enabled device 

(such as a phone or laptop) to present [[4],[10]]. 

UGMAP does not only give the user directions 

to their destinations, but also sends notifications 

to their mobile device or phone, prompting them 

of upcoming events such as lecture times, exams, 

public events, career fairs and many others. The 

mobile application also routes the different paths 

the user can take to reach their given destination.  

The remaining paper is structured as follows. 

Section 2 presents a background to UGMAP and 

a review of related work. In section 3, the system 

design and implementation are presented. 

Section 4 presents results and discussions. The 

paper ends with conclusions and future work in 

section 5.  

 

2.0 BACKGROUND AND RELATED 

WORK 

This section contains a brief description of the 

background to UGMAP, the web and mobile 

application for navigation and notification and 

related work.  

One common class of service available through 

mobile phones centres on finding where one‟s 

location is and seeking out the nearest facilities 

such as cash machines, restaurants and taxis 

[10]. Mobile communication entails 

transmission of data to and from handheld 

devices such that least out of the two or more 

communicating devices, one is handheld or 

mobile [11]. Location-based services (LBS) are 

the delivery of data and information services 

where the content is tailored to a mobile user‟s 

location and context and thrives on mobile 

phones, Internet, the World Wide Web and 
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Global Positioning System (GPS) and 

geographical information (GI) systems/services. 

[10]. Web services enables disparate 

applications running on different machines to 

exchange data and integrate with one another 

without requiring additional third party software 

or hardware [12]. The Google Maps API has 

spawned a whole class of web-based 

applications that would have been impossible to 

create without it. Rails and Google Maps enable 

developers to build impressive web-based 

applications [13].   

[14] introduced a way in which a user can access 

resources on the internet in a language that they 

understand. From the paper, it was noted that 

translation engines which aid in translation of 

web pages over the internet work very well with 

static pages but poorly with dynamic pages. The 

project was aimed at helping in the 

communication with the user through dynamic 

web pages in a language they understand, with 

the returned resultant web pages in the same 

language.  

The paper, [15], sought to solve this issue 

using two main modules; The RTR (Retrieve, 

Translation and Render) which allows the 

system to get a web page for the user, translate it 

into the user‟s choice of language and render an 

appropriate page to the user‟s machine and the 

IHDD (Input Handler and Data Dispatcher) 

which is needed for the conversion of the user‟s 

input from their native language to English 

language which is forwarded to the web server.    

A study was conducted in this paper by Lok 

Fang et al. [16] to evaluate the maintainability of 

web applications developed on J2ee, .NET and 

Ruby on Rails (RoR). The basis for the test is its 

ability to be modified, tested, understood and 

portability. It was discovered that RoR was more 

modifiable, testable and understandable. J2EE 

was however more portable. This test was done 

for Small Scale Web Applications. This project 

aims at getting a decision matrix for 

programmers to evaluate which platform would 

be necessary for a given web application. In 

conclusion, RoR was adjudged more 

maintainable as compared with J2EE and .NET 

when used on relatively small Web applications 

with basic CRUD operations.  

[17] discussed how semantic ITSs (Intelligent 

Transportation Systems) can be implemented in 

practice using Ruby on Rails (for user 

interactions), Protegè (for data management) and 

Sesame (for user-data processes). ITSs are meant 

to monitor live current user location and traffic 

situations and to access different data from 

various sources. A set of databases including 

geospatial, administrative and business 

information which are linked by a known data 

model to allow mobile users to receive 

information through a semantic interface [18] 

The need of Tourists to find locations using 

applications inspired Aleksander et al. [19] to 

develop a Google maps based technology with 

Ajax to meet this need. In the wake of increasing 

demand for modern websites with customised 

data services, a fuzzy clustering technique of 

building of ideology-based user profiles is 

proposed. The similar features in clusters are 

used to determine the distance between them. 

Rapid Web Development implies fast and 

effective web application development which is 

aimed at meeting customer deadlines, and allows 

for fast prototyping. It uses already available 

technologies (open source software, 

frameworks, APIs libraries, etc.) and brings 

them together (as a platform for running a Web 

2.0 service) to help in the application 

construction [20]. 

 

Google maps API which has functionality for 

very responsive visual interface and inbuilt Ajax 

technologies. It allows programmers to include 

mapping features into their websites with their 

own coordinates [21]. This project was 

developed for a popular tourist destination Palic. 

The database used was able to store user and 

object profiles. The training of the Cluster was 

with a static dataset. 

The applications were developed that would 

help to solve the problem of finding venues on 

the University of Ghana campus. A web and 
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mobile application was developed that would 

help to have prior notice of events that would be 

taking place on campus and locate the venues 

where they would be held.  

UGMAP is an attempt to create a 

„social-academic media‟ platform on top of 

geoinformation service using the power of 

mobile and web technologies in disseminating 

information to a wider audience. 

 

3.0 SYTEM DESIGN AND 

IMPLEMENTATION 

This section describes how the project was 

carried out. The process of development of the 

project is the Agile Method. This method was 

used because it allows for the process to be 

adaptable. It also allows the programmer 

incrementally develop the program. This enables 

faster delivery of the product and allows the 

customer to be satisfied because he or she can 

make recommendations as to how the system 

should function. [22] 

The Agile method is an iterative and 

incremental method. It can allow the system to 

be updated often therefore, the cost of making 

new modifications is less. This allows changes to 

be easily effected in the system. Unlike the 

waterfall model, less planning is needed since 

the system changes quite frequently. This allows 

the projects to start and finish at a rapid rate. 

3.1 System Architecture 

The system architecture of UGMAP is shown in 

Figure 1. By design UGMAP has two 

components; web and mobile. 

1. The system administrator at the backend 

inputs the Categories of venues, (such as 

Schools and Colleges), Venues (Example 

School of Engineering) and Events that 

would be taking place.  

2. The server the administrator runs on 

(Localhost) sends the modifications and 

updated information to a platform (Heroku) 

on the cloud for access by other users on the 

application.  

3. For the user on the mobile device to have 

updates on the information posted, Google 

Cloud Messaging Service is used. 

4. The user android mobile device sends a 

sender ID (application ID) to the GCM 

server 

5. When successful, the GCM sends a 

registration ID to the android mobile device 

as confirmation. 

6. After receiving the registration ID, the 

android device user sends the registration ID 

to the web server on which the program is 

running. 

7. The registration ID is sent to the web server 

which is stored in a database. 

a. Whenever a push notification is needed, 

the web server sends a message to the 

GCM server along with the device 

registration ID (which is stored in the 

database) 

b. GCM server will deliver that message to 

the respective mobile device using the 

registration ID. [23]  
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Figure 1: System architecture 

 

3.2 System Requirements 

The requirements of the system were derived as 

follows. 

Requirement 1. The system should be 

able to log coordinates of a moving bus into 

a database. 

Requirement 2. The system should be 

able to log coordinates of a user into a 

database. 

Requirement 3. The system should be 

able to show the location of a moving bus on 

a map to an administrator at any point in 

time. 

Requirement 4. The system should allow 

an administrator to register drivers. 

Requirement 5. The system should allow 

an administrator to assign a bus to a 

registered driver. 

Requirement 6. The system should be 

able to show the location of a user on a map 

relative to that of a bus. 

Requirement 7.  The system should be 

able to display the distance between the user 

and bus. 

 

3.3  Software and Hardware Reqirements 

In this section the software and hardware used 

to develop the system are briefly presented.  

3.3.1 Software Specifications 

The Ruby language was released in 1995, and 

invented by Yukihiro Matsumoto (commonly 

known as „Matz‟). It is a cross-platform, 

interpreted language that has similar 

characteristics as other 'scripting' languages 

such as Perl and Python ([1]).  Ruby is a purely 

object-oriented programming language because 

every class is represented as an object as well as 

every result that is obtained from the 

manipulation of the classes or methods in the 

code ([2]). 

Rails is a software package library created 

by David Heinemeier Hansson to extend the 

functionalities of Ruby. It is a ruby framework 

for building websites, but is integrated with 

HTML, CSS and JavaScript to build web 

applications that run on a web server. Based on 

its ability to run on a web server, it is known as a 

back-end or server-side web application 

development platform with the web browser as 

the front-end ([3]). 

Ruby on Rails (known among programmers 

as Rails) is a web development software that can 

be used for different varieties of projects with 

much ease and flexibility. It is a made up of a 

Rails framework which runs on ruby code ([4]). 

There are two main principles of Rails which 

are; DRY (Don‟t Repeat Yourself) and 

Convention over configuration. DRY ensures 

that code is not duplicated in different places. 

This is facilitated by the MVC (Model View 

Controller) architecture. The Convention over 

configuration means that Rails has 

pre-implemented „sensible defaults‟ which 

makes code writing very easy for the 

programmer, and also simplifies code 

modifications the programmer may want to 

make to the code generated. It can be easily used 

with Ajax and RESTful services ([4]). 

The main reasons why this framework was 

used to build this application are; Rails is agile 

([3]). This means that it is simple and subtle. It 

implies that rails hails individuals and 

interactions over processes and tools. Also, a 

working code, customer collaboration over 
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contract negotiation and most importantly, the 

ability of the program to respond to change, 

rather than follow a laid down plan.  

Another reason is that Ruby has terse and 

uncluttered syntax that does not need a lot of 

punctuation. Also, Ruby is a modern high level 

language which supports abstraction such as 

metaprogramming which makes it easier to 

develop DSL (Domain Specific Language) 

which customises Ruby for a particular set of 

uses (needed in Rails and other gems) ([3]). 

Also, Ruby has Ruby Gems, a software 

package manager which makes it easier to 

manage software libraries that extend Ruby. It 

provides a simple system to install gems. 

Last but not the least, Rails conventions are 

pervasive and astute. This is because all the 

necessary code that a programmer may need to 

use in a web application is pre-written, it makes 

collaboration easier, development is quicker 

and there is a larger pool of open source 

libraries to enhance Rails functionality ([3]). 

Another reason for the choice of Ruby on 

Rails is its flexibility with web services and 

applications in the Web 2.0 ([5]) ([6]). Web 2.0 

in emergence is the ready availability of various 

applications as APIs and Web Services. The 

ease of web development in Rails owes to its 

rapid application development, database 

manipulations and Ajax makes it ideal for 

creating front-end and back-end applications for 

the rapidly evolving Web applications and 

services. 

The mobile application was developed in 

Android. Android is a software toolkit for 

mobile phones, created by Google and the Open 

Handset Alliance. It's inside millions of cell 

phones and other mobile devices, making 

Android a major platform for application 

developers ([6]). 

Google maps API was also used for both the 

web application and mobile application. Google 

Maps API is a technology provided by Google 

based on AJAX, which powers many 

map-based services. The realized software uses 

free, public API service from Google Maps. The 

system utilizes a knowledge base formed by 

tracking user actions ([7]). 

Integrating these technologies to create a web 

and mobile app that would aid students and 

general users to get their destinations with ease, 

and receive notifications on events and where 

they would be held, as and when the 

administrator logs them in at the back-end.  

The web application was hosted on Heroku, a 

deployment and web application hosting 

platform ([8]). This allows for the app to be 

viewed from any machine with a URL 

 

3.3.2 Hardware Specifications 

The following hardware were required: Android 

mobile phone, Universal Serial Bus (USB) 

Cable and a Personal Computer (PC) such as 

laptop. 

 

3.4 System Modelling 

This section shows the UML diagrams of how 

the various components of the web applications 

and the mobile application connect, and how the 

components react with each other. The use case 

diagram, sequence diagram and flow diagrams 

are presented. 

 

3.4.1 Use Case Diagram 

Figure 2 shows the use case for UGMAP. The 

user has a number of actions it must perform.  

The system administrator also performs some 

actions. There are two systems; The Map 

Application and the Google API. 

A user can:  

 Browse / surf the application  

 Search for a location or information 

about a location 

 Can get information requested for 

 Can receive a displayed output. 
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Figure 2: Use case diagram 

A system administrator can perform CRUD 

operations that is;  

 Create – Allows the system administrator to 

create Categories, Venues and add Events. 

 Read – To see what has been added before 

any upload and update can be done. 

 Update – To modify the existing content in  

 

 

the system. 

 Delete – The System Administrator is the 

only one allowed to delete anything from 

the system. 

 

3.4.2 Flow Chart and Sequence Diagram 

When the program starts, it connects to the web 

service. If there is an error (example, poor 

internet connection), the program goes back to 

the previous step.  

 

If there is no error, the app can display the 

locations on the app to the user. The user is 

allowed to get information about the events 

taking place.  

If there is an error in the current step, previous 

step is repeated. If there is no error, the 

information is displayed. The program then 

ends. 

 

3.5 Implementation of UGMAP 

The implementation of UGMAP is presented in  

this section. The two main  

components of UGMAP, namely web  

and mobile modules were developed and  

integrated. 

 

 

Figure 3: Sequence diagram                           

 

       Google 

API 
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3.5.1 Web Application Module 

The web application is divided into two   

parts namely back-end and front-end. 

 

Back-end: This is the portion of the system 

where the system administrator is allowed 

access into the data and will be allowed to input 

new information into the system that would be 

displayed on the user‟s application.  

Front-end:This is for the user to access an  

application from anywhere they are located. The  

application is viewed through a browser using a  

URL. The following components were used for  

the web application 

• Ruby (version 4.2.5.1) 

• Rails (version 2.2.3p173) 

• Ruby gems (List of ruby gems and a brief 

description of what they do) 

• gem 'sass-rails' – SCSS for stylesheets 

• gem 'uglifier', '>= 1.3.0' - compressor for 

JavaScript assets 

• gem 'jQuery-rails' – jQuery as the 

JavaScript library 

• gem 'turbolinks' - Turbolinks makes 

following links in your web application 

faster. 

• gem 'jbuilder', '~> 2.0' - Build JSON APIs 

with ease. 

• gem 'devise' – for security features of rails 

objects 

• gem 'gmaps4rails' – for Google maps 

functionality in rails 

• gem 'ckeditor' - for an enhanced editor in 

the system administrator's window 

• gem 'gcm' – for Google Cloud Messaging 

functionality in Rails  

Ruby Gems is a package manager for the  

Ruby programming language that  

provides a standard format for  

distributing Ruby programs and libraries  

(in a self-contained format called a  

"gem"), a tool designed to easily manage the  

installation of gems, and a server for 

distributing  

them. [24] 

 

• Google Cloud Messaging  

This is a free cloud service that was used to push 

lightweight messages from the backend 

server to notify the user of new content to 

the apps installed on Android Devices. 

[25] 

 

• Heroku Cloud Services 

Heroku is a cloud platform with  

integrated data services for managing  

servers, deployment, ongoing operations  

or scaling. It runs the applications in  

containers called dynos on a reliable,  

fully managed runtime environment. It  

supports languages such as Node, ruby,  

Java, PHP, Python, Go, Scala, or Clojure.  

[26].  

 

3.5.2 Mobile Application Module 

The mobile application was developed  

using the following: 

• Android Studio 

It is a flexible Gradle-based build system  

with a fast and feature-rich emulator  

which allows for the development of all  

Android devices. [27] 

• An Android phone with GPS 

Android phones usually support GPS, a  

system which uses Wi-Fi or mobile data  

to speed up getting the information  

needed for an initial position fix. To  

benefit, turn GPS on a few minutes  

before it's needed -- ideally when still  

connected to Wi-Fi. 

Leaving GPS reception on, however  
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drains the phone's battery more quickly.  

[28] 

• Google play, version above 4.0 

3.5.3 System Operation 

The operation of the system is as follows: 

The Categories of the venues (such as  

Schools and Colleges) and the Venues  

(Such as School of Engineering  

Sciences) are entered by the system  

administrator. Corresponding events  

(like Exams) are entered in the back-end.  

The user of the web or mobile application  

will receive an update of the event. The  

mobile user would receive a notification  

on their phone concerning the specific  

events and the details (such as the time,  

the venue, etc.)  

When the app is opened, it would yield  

the lists of events that are happening at  

the various venues. A selected  

event would open a map activity which would  

have the different routes to the selected venue of  

the event chosen. The GPS must be turned on to  

show the time it would take the user to get there  

and the route distance in meters.  

4.0 RESULTS AND DISCUSSIONS 

This section presents the results of a prototype  

UGMAP: navigation and notification system. 

The  

main modules namely, Web Application and  

Mobile Application API were implemented (see  

sections 3.5.1 to 3.5.3) and integrated. The 

results  

of the web module and mobile modules are  

presented in section 4.1 and section 4.2  

respectively. 

 

 

 

4.1 Results of the Web Application Module 

The results of the web module are presented 

from the administrator‟s side (sub section 4.1.1) 

and client side (section 4.1.2). 

 

4.1.1 Administrator’s Side 

The operation of the system is as follows: 

The Categories of the venues (such as Schools 

and Colleges) and the Venues (Such as School 

of Engineering Sciences) are entered by the 

system administrator. Figure 4 shows the 

administrator Login Page . 

The Administrator enters the URL of theapp 

(ugcampusmap.herokuapp.com/users/sign_in) 

into the web portal and enters credentials to 

allow access into the backend of the application.  

After the login, the home page of the application 

opens to show the existing events and shows the 

categories, venues and events in the side bar as 

shown in Figure 5. The Categories page 

showing all existing categories entered by the 

system administrator is shown in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Administrator‟s Login page 

 

 

 



The Journal of Computer Science and its Applications                Vol. 25, No 1, June, 2018  

 

99 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                  

Figure 5: Events categories and venues page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 Categories page showing all existing categories 

entered by the system administrator. 

The venue page displays all existing venues 

created by the system administrator as shown in 

Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Venue Home Page. 

When the option for creating a new venue is 

selected and the Name, Category and Location 

of the venue on the Map is selected the 

Longitude and Latitude points are automatically 

extracted on the map into the fields provided. 

Figure 8 shows the page for creating a new 

venue. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: A Page for creating new venues 
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4.1.2 Client Side 

A web client accesses the home page via URL 

http://ugcampusmap.heroku.com (this is still 

active at the time of writing this paper). When 

the said URL is accessed a page as shown in 

Figure 9 appears.  The page also shows all the 

events of in the application with their dates 

beside them. 

 

 
Figure 9: The Home screen of the web application 

 

From the home screen, a user can select 

category. This is the first step in the process of 

displaying an event to the user. Figure 10 shows 

the selection of a category from the category 

drop down menu. 

  

 

 
 Figure 10: Selecting a category 

 

Figure 11 shows the selection of the venue 

(CENTRAL CUISINE) in the selected Category 

(RESTAURANTS AND EATERIES). This is 

the second stage in the process of viewing an 

event. The submit button takes the user to the 

map and shows the location of the venue, the 

details as shown in Figure 12. 

 

 
 

Figure 11: Selecting of the venue (CENTRAL CUISINE) 

in the selected Category (RESTAURANTS AND 

EATERIES) 

 

 

 
 
Figure 12: Display of the venue on the map 

http://ugcampusmap.heroku.com/
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4.2 Results of the Mobile Module: Android 

Application 

In this subsection, the results of the mobile 

module implemented in Android are presented 

as snapshots of a user‟s activities on an android 

device. Figure 13 shows the logo screen of the 

UGMAP mobile application whilst Figure 14 

shows the notification received on the mobile 

device showing the recently created event 

(ALUMNI SERVICE).   

 

     

 

 

       

 

 

 

 

 

 

 

Figure 13: The logo screen of the mobile application 

 

 

 

 

 

Figure 14: Notification received on the mobile device 

showing the recently created event (ALUMNI 

SERVICE). 

When the notification is clicked, the details of 

the events are listed as shown in Figure 15. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: The details of the events are listed when the 

notification is clicked. 
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When the icon on the bottom right of Figure 16 

is clicked, the ALUMNI SERVICE is 

displayed in the events section as shown in 

Figure 17. Figure 17 displays the loading of the 

GPS information and calculation of distance. 

 

 
Figure 16: The ALUMNI SERVICE shown here in the 

events section 

 
Figure 17: Loading the GPS information and calculation 

of distance. 

 

The route information and distance calculations  

were not displayed as can be seen from 

Figure18. This is because the mobile device 

was out of the range of the University of 

Ghana, Legon Campus. 

 
Figure 18: The route information and distance 

calculations were not displayed because the mobile 

device was out of the range of the University of Ghana 

Campus. 

 

The mobile application was tested within the 

range of the University of Ghana campus with 

another event called GOSPEL BASH. As can 

be seen from Figure 19, the route information 

and distance calculations were displayed 

showing that the GOSPEL BASH event was 

scheduled to take place at the POOL SIDE 

within the University of Ghana,Legon Campus. 
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Figure 19: The display of the route in metres, and the 

time in seconds to get to the given location 

 

4.3 Discussions 

This system has many similarities with Google 

maps which include aiding the user to get 

directions from one place to another, showing 

the various locations on the map using pointers, 

displaying the routes on the map using 

polylines and showing the time it would take 

for the user to get to the given destination from 

their current location. The data from the 

back-end include addition of categories, venues 

and events that would be happening on 

campus. This would save the time of the users 

by showing routes on the hand-held mobile 

device of the user and displays information 

concerning events happening on the campus. 

The Rails and Android programs that 

implement the mobile module run on a 

GPS-enabled device (such as a phone or 

laptop). UGMAP does not only give the user 

directions to their destinations, but also sends 

notifications to their mobile device or phone, 

prompting them of upcoming events such as 

lecture times, exams, public events and career 

fairs and many others. This would save time 

hitherto wasted browsing a notice board for an 

event and searching for location of the event.  

The mobile application also routes the different 

paths the user can take to reach their given 

destination. The web application was 

developed using Ruby on Rails and the mobile 

application was developed in Android (using 

mainly Java). 

The differences between UGMAPS and 

Google Maps are that, Google maps enable the 

user to customize how they want the 

application to operate for them. However, with 

UGMAPS, there is a central administrator that 

adds events to the system. This allows all users 

of UGMAP to receive notifications on their 

devices concerning events that would be 

happening on the campus.  

  

5.0 CONCLUSION AND FUTURE WORK 

The research described in this paper was 

implemented to provide notification and alert 

with geoinformation as the backbone for users 

within the University of Ghana Campus 

community. The research targeted the students, 

visitors and staff of the University, especially 

those who are new on the campus where rapid 

dissemination of information is always taking 

place. The system consists of two modules 

namely, Web Application, and Mobile 

Application. All modules were successfully 

implemented. In conclusion, a web and mobile 

application to give directions to venues and 

notifications about events that would be 

happening on the University of Ghana campus 

was developed. A platform was designed for 

posting information using Ruby on Rails, with 

an administrator back-end for adding 

categories, venues and events to the app 

manually which is updated on the web 

application when refreshed. This would help to 

save the time of the users, reduce the stress 

involved in finding places on campus and 

increase productivity.  

 

A mobile app was also developed in Android 

with Google cloud messaging to enable the 

user to receive updates on incoming events and 

providing navigational route information to aid 
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users get to venues of academic and social 

events. UGMAP further provided the distances 

and time required to reach those venues. 

  

Future work will consider the using UGMAPS 

in a semantic web context. UGMAP can be 

redesigned to send news feeds to the users. The 

research can be scaled up to support the 

emergency services offered by the police, fire 

service and disaster management. Further due 

to property addressing challenges in 

developing countries, this research can be 

modified to provide alternative solution to 

navigation in such countries. In addition to 

forms and login, other features that would 

allow the user to enter particular details that the 

system administrator can use to send specific 

messages to the users based on the information 

they need can also be integrated.  
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ABSTRACT 

A software defect is an error, flaw, mistake, or fault in a computer program or 

system that produces incorrect or unexpected results and the process of locating 

defective modules in software is software defect prediction. Defect prediction in 

software improves quality and testing efficiency by constructing predictive 

stand-alone classifier models or by the use of ensembles methods to identify 

fault-prone modules. Selection of the appropriate set of single classifier models or 

ensemble methods for the software defect prediction over the years has shown 

inconsistent results. In previous analysis, inconsistencies exist and the performance 

of learning algorithms varies using different performance measures. Therefore, 

there is need for more research in this field to evaluate the performance of single 

classifiers and ensemble algorithms in software defect prediction. This study 

assesses the quality of the ensemble methods alongside single classifier models in 

the software defect prediction using Preference Ranking Organization Method for 

Enrichment Evaluation (PROMETHEE), a multi criteria decision making (MCDM) 

approach. Using PROMETHEE, the performance of some popular ensemble 

methods based on 11 performance metrics over 10 public-domain software defect 

datasets from the NASA Metric Data Program (MDP) repository was evaluated. 

Noise is removed from the dataset by performing attribute selection. The classifiers 

and ensemble methods are applied on each dataset; Adaboostgave the best results. 

Boosted PART comes first followed by Naïve Bayes and then Bagged PART as the 

best models for mining of datasets. 
 

 

Keywords: Ensemble; Classification; Software Defect Prediction; PROMETHEE; 

MCDM. 
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1.0 INTRODUCTION 

A software defect is an error, flaw, mistake, or 

fault in a computer program or system that 

produces incorrect or unexpected results 

(Puneet&Pallavi, 2013).Human developer are 

responsible for software development activities 

in the software life cycle, however software 

developer and analysts are prone to error. It is 

therefore impossible to produce the software 

without errors or defects even though it’s 

imperative to predict and fix the defects as many 

as possible before the product is delivered for 

use (Naheed&Shazia, 2011). Software defect 

prediction is the process of locating defective 

modules in software. It facilitates the 

improvement of the software quality and testing 

efficiency by constructing predictive models 

from code attributes to enable a timely 

identification of fault-prone modules 

(Puneet&Pallavi, 2013).Software defect 

prediction brings two fields of computer science 

together, namely; Software Engineering and 

Data Mining. 

 

Software engineering is an engineering 

discipline concerned with all aspects of software 

production and development from the beginning 

stages of system specification through to 

maintaining the system after it has gone into 

use(Williams, 2004). Data Mining is the process 

of exploring meaningful information from data 

with different perspectives; it is a powerful tool 

that came to be in the middle of 1990’s with the 

aim of evaluating and extracting valuable 

information from huge datasets (Sonali&Divya, 

2014). Studies have shown that the results of 

Data Mining approaches are helping decision 

makers make more informed decisions. There 

are many data mining algorithms of various 

categories such as classification, regression, 

association and clustering are used in software 

quality analysis. However, in this research we 

used classification and ensemble (meta) 

approach for the prediction of defective 

software.Researchers in a variety of fields have 

created a large number of classification 

algorithms, such as decision tree, neural 

networks, Bayesian network, linear logistic 

regression, Naïve Bayes, and 

K-nearest-neighbor. How to select the most 

appropriatealgorithms for a given task is an 

important issue (Peng, Guoxun&Honggang, 

2010).There is need for researches in the field to 

enable software developers make better 

informed decisions in the selection of 

stand-alone classifiers algorithms or ensemble 

method in defect prediction.This study applies 

attribute reduction to 10 National Aeronautics 

and Space Administration (NASA) datasets from 

PROMISE repository.4 classification algorithms 

and 4 ensemble learning techniques are 

implemented to predict defects in the datasets. 

Also, a multicriteria decision making technique 

to rank classification and ensemble algorithm is 

used. 

 

The rest of this paper is organized as follows: 

Sections 2 defines the algorithms and 

multi-criteria decision-making technique used in 

this study;Section 3presents a review of related 

literature. Section 4 describesmethod usedin 

carrying out the research, including the design, 

and research method and process, also 

thealgorithms and MCDMmethod used 

respectively. Section 4 presents details of the 

experimental study and analyzes the results; 

Section 5 concludes the findings of this paper 

and recommendations based on the results of the 

study 

 

2.1 CLASSIFIERS, ENSEMBLES AND 

MCDM 

Software defection prediction can be modeled as 

a binary classification problem, where software 

modules are classified as either defect-prone or 

non-defect prone modules (Soumya& Simi, 

2016; Ming, Liu,& Zhang,, 2011; 

Sonali&Divya, 2014). Thus, it is appropriate to 

use classification models to predict whether a 

module contains defect or not. A classification 

model can be trained on the data for the purpose 

of predicting the defect-proneness of software 

modules (Ming et al., 2011).  
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A lot of classifiers have been used for the task of 

predicting defect in software defects which 

includes Support Vector Machine (SVM), 

Sequential Minimal Optimization (SMO), C4.5, 

J48, Multi-layer Perceptron (MLP), K-nearest 

neighbor (KNN), PART, Naïve Bayes, Decision 

Stump, Decision Tree, etc. 

This study is only considering Naïve Bayes, 

PART, SVM and Decision Stump for the base 

classifiers which were selected based on their 

characteristics for heterogeneity. As for 

ensemble methods, Bagging, Boosting, Voting 

and Stacking will be used and PROMETHEE 

will be used as the MCDM. 

I. Naïve Bayes: The Naive Bayes algorithm is a 

simple probabilistic classifier that calculates a 

set of probabilities by counting the frequency 

and combinations of values in a given dataset. 

It is also a statistical method for classification. 

The algorithm uses Bayes theorem and 

assumes all attributes to be independent given 

the value of the class variable (Tina 

&Sherekar, 2013). 

II. Partial Decision List (PART): This uses class 

for generating a PART decision list by 

adopting the divide-and-conquer technique. It 

builds a partial decision tree in each iteration 

and makes the "best" leaf into a rule for the 

classification (Eibe& Ian, 1998). 

III. Support Vector Machines (SVM): It was 

developed to solve the two-classification 

problem but later it was formulated and 

extended to solve multiclass problem 

(Sonali&Divya, 2014). SVM divides the data 

samples of two classes by determining a 

hyper-plane in original input space that 

maximizes the separation between them. 

IV. Decision Stump: A decision stump is a 

machine learning model consisting of a 

one-level decision tree (Iba& Langley, 1992). 

Class for building and using a decision stump. 

Usually used in conjunction with a boosting 

algorithm. Does regression (based on 

mean-squared error) or classification (based 

on entropy).  

V. Boosting: It is an ensemble learning technique 

which refers to a family of algorithms that are 

able to convert weak learners to strong 

learners (Zhi-Hua,2012). Instinctively, a frail 

learner is quite recently marginally superior to 

anything irregular figure, while a solid learner 

is near flawless execution (Zhi-Hua,2012). In 

boosting, however, weights of training 

instances change in each iteration to force 

learning algorithms to emphasize on instances 

that were predicted incorrectly (Dietterich, 

2000). There are many variants of boosting 

technique such as Adaboost, LogitBoost, etc. 

but this study focuses on Adaboost. Adaboost 

is the abbreviation for Adaptive boosting 

algorithm because it adapts to the errors 

returned by classifiers from previous 

iterations (Freund &Schapire, 1996). 

VI. Bagging:The name Bagging came from the 

abbreviation of Bootstrap Aggregating 

(Zhi-Hua, 2012). As the name implies, the 

two ingredients of bagging are bootstrap and 

aggregation. Bagging adopts the bootstrap 

distribution for generating different base 

learners that (that is, it applies bootstrap 

sampling to obtain the data subsets for 

training the base classifiers) (Zhi-Hua, 2012). 

Bagging combines multiple outputs of a 

learning algorithm by taking a plurality vote 

to get an aggregated single prediction 

(Breiman, 1996). The multiple outputs of a 

learning algorithm are generated by randomly 

sampling with replacement of the original 

training dataset and applying the predictor to 

the sample (Penget al, 2011). 

VII. Stacking: This is a meta-learning technique. 

Meta-learning means learning from the 

classifiers produced by the creators and from 

the classifications of these classifiers on 

training data (Lior, 2010). Stacking is a 

general procedure where a learner is trained to 

combine the individual learners. Here, the 

individual learners are called the first-level 

learners, while the combiner is called the 

second-level learner, or meta-learner 

(Zhi-Hua, 2012). Stacking is a technique for 

achieving the highest generalization accuracy 

(Wolpert, 1992). Unlike bagging and 

boosting, stacking can be applied to combine 
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different types of learning algorithms (Penget 

al, 2011). In stacking each base learner, also 

called “level 0” model, produces a class value 

for each instance then the predictions of 

level-0 models are then fed into the next level 

model which combines them to form a final 

prediction.  The classifiers stacked in this 

study are Naïve Bayes, PART, SVM and 

Decision Stump. 

VIII. Voting: This is an ensemble algorithm that 

works on nominal output (Zhi-Hua, 2012). 

Like stacking, voting also combines a series 

of classifiers together to perform the 

classification task. In voting, the combined 

classifiers vote for a class label. There are 

several types of voting techniques as pointed 

out by Zhi-Hua(2012), they include: 

A. Majority voting: In this type of voting, 

every classifier votes for one class label, and 

the final output class label is the one that 

receives more than half of the votes, if none of 

the class labels receives more than half of the 

votes, a rejection option will be generated and 

then the combined classifiers will make no 

prediction. 

B. Plurality Voting: Unlike majority voting 

that requires the winner class label to take at 

least half of the votes, plurality voting takes 

the class label that receives the highest 

number of votes from the classifiers. 

C. Weighted Voting: In this of voting, all 

classifiers are compared, and the classifier 

with the strongest weight is used for the 

prediction of the class label. 

Soft Voting: This type of voting is used to 

combine classifiers that produce probability 

outputs. 

 

2.2 PROMETHEE 

Decision-making problems usually imply the 

selection of the best compromise solution. 

Besides the real criteria values by which a 

decision is made, the selection of the best 

solution also depends on the decision maker, that 

is, on his individual preferences. In order to 

simplify the decision-making process, many 

mathematical methods have been suggested. 

Preference Ranking Organization Method for 

Enrichment Evaluation (PROMETHEE) 

represents one of the most frequently used 

methods of multi-criteria decision-making 

process (Vojislav, Zoran&Dragoslav, 2011).  

 

In PROMETHEE, firstly the outranking method 

compares pairs of alternatives on each criterion, 

and thenit induces the preferential function to 

describe the preference difference between pairs 

of alternative on each criterion. Thus, preference 

functions about the numerical difference 

between pairs of alternatives are built to 

describethe preference deference from the point 

of the decision maker’s view. These functions’ 

value ranges from 0 to 1. The bigger the 

function’s value, the larger the difference of the 

preference. When the value is zero, there is no 

preferential difference between pair of 

alternative but when the value is one, one of the 

alternatives is strictly outranking the other 

(Zhaoxu& Han, 2010). 

 

3.0 RELATED WORKS 

Software defect prediction can be tackled from a 

data mining point of view. The use of data 

mining techniques together with machine 

learning algorithms will help identify modules in 

the software that contains defects 

(Naheed&Shazia, 2011). Many studies have 

proposed the use of classification algorithms for 

predicting defects in software. Classification is 

one of the techniques of data mining which 

determines amongst a predefined category, 

which category a particular object belongs. 

 

Issam, Mohammed and Lahouari(2014), 

demonstrated the positive effects of combining 

feature selection and ensemble learning on the 

performance of defect classification. Along with 

efficient feature selection,a new two-variant 

(with and without feature selection) ensemble 

learning algorithm was proposed toprovide 

robustness to both data imbalance and feature 

redundancy. The study carefully combines 
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selected ensemble learning models with efficient 

feature selection toaddress these issues and 

mitigate their effects on the defect classification 

performance. Theresults of forward selection 

showed that only few features contribute to high 

area under the receiver operating curve (AUC). 

On the tested datasets, greedy forward selection 

(GFS) method outperformedother feature 

selection techniques such as Pearson’s 

correlation. However, ensemble learners like 

random forests and average probabilityensemble 

(APE), are not as affected by poor features as in 

the case of weighted support vectormachines 

(W-SVMs). Moreover, the APE model 

combined with greedy forward selection 

(enhancedAPE) achieved AUC values of 

approximately 1.0 for the NASA datasets: PC2, 

PC4, and MC1.This shows that features of a 

software dataset must be carefully selected for 

accurateclassification of defective components. 

 

Penget al. (2011),assessed the quality of 

ensemble methods in software defect prediction 

using Analytic Hierarchy Process (AHP) which 

is a multicriteriadecision-making approach that 

prioritizes decision alternatives based on 

pairwise comparisons.Through the application 

of AHP, there study experimentallycompared 

theperformance of several popular ensemble 

methods using 13 different performance 

metricsover 10 public-domain software defect 

datasets from the NASA Metrics Data 

Program(MDP) repository. The results indicate 

that ensemble methods can improve the 

classificationresults of software defect 

prediction in general and AdaBoost gave the 

bestresults. In addition, tree and rule based 

classifiers perform better in software 

defectprediction than other types of classifiers 

included in the experiment. In terms of 

singleclassifier, K-nearest-neighbor, C4.5, and 

Naïve Bayes tree ranked higher than 

otherclassifiers. 

 

In another study, Penget al. (2010) used a set of 

MCDM methods to rank classification 

algorithms, with empirical results based on the 

software defect detection datasets. Since the 

preferences of the decision maker (DM) play an 

important role in algorithm evaluation and 

selection, the study involved the DM during the 

ranking procedure by assigning user weights to 

the performance measures. Four MCDM 

methods are examined using 38 classification 

algorithms and 13 evaluation criteria over 10 

public-domain software defect datasets. The 

results indicate that the boosting of CART and 

the boosting of C4.5 decision tree are ranked as 

the most appropriate algorithms for software 

defect datasets. Though the MCDM methods 

provide some conflicting results for the selected 

software defect datasets, they agree on most 

top-ranked classification algorithms. 

 

4.0 METHODOLOGY 

This research is aimed at evaluating the 

performance of ensembles and standalone 

classifiers for prediction of defects in software 

via the mining of datasets from a software 

system. Feature selection in form of attribute 

reduction is carried out on the datasets in order to 

eliminate irrelevant or noisy attributes. The 

feature selection technique used on the datasets 

is the best first search method and the classifier 

subset evaluation algorithm for attribute 

reduction. The classifiers and ensemble methods 

used are Naïve Bayes, PART, SVM, Decision 

stump, Boosting, Bagging, Stacking and Voting. 

The multi-criteria decision-making technique, 

PROMETHEE is applied to the results to 

generate priorities and ranking for models used. 

 

4.1 Source and Nature of Data Used 

The datasets used in this study are 10 

public-domain software defect datasets provided 

by the National Aeronautics Space 

Administration(NASA) Facility Metrics Data 

Program (MDP) repository. The datasets used in 

this research work are namely; CM1, JM1, KC1, 

MC1, MC2, MW1, PC1, PC2, PC3 and PC4 

respectively. The brief descriptions of these 

MDP datasets are provided below. 
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Table 1: NASA MDP Data Sets 

 

 

Figure 1: Experimental Architecture 

 

 

 

Data Set System Language Total Loc 

CM1 Spacecraft Instrument C 17K 

JM1 Storage management for ground data JAVA 8K and 25K 

KC1 Storage management for ground data C++ * 

MW1 Zero -gravity experiment related to combustion C 8K 

PC1,2 Flight Software for Earth orbiting Software C 26K 

PC3,4 Flight Software for Earth orbiting Software C 30-36K 
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4.2 Feature Selection 

Feature selection is applied as a pre-processing 

method to de-noise the dataset since literatures 

have posited that removal of noise from dataset 

has positive effect of the classification (Ameen, 

Balogun, Usman&Fashoto, 2016). For this 

study, CfsSubsetEval is used for feature 

selection and BestFirst algorithm is used as the 

search technique. 

I. BestFirst: It Searches the space of attribute 

subsets by greedy hill climbing augmented 

with a backtracking facility (Witten & 

Frank, 2005). 

II. CfsSubsetEval:CfsSubsetEval evaluates 

the worth of a subset of features by 

considering the individual predictive ability 

of each feature along with the degree of 

redundancy between them (Witten & 

Frank, 2005). 

 

4.3 Performance Criteria/Parameter 

There are a number of ways to evaluate the 

performance of a classifier model or ensemble. 

Commonly used performance measures in 

software defect classification are accuracy, 

precision, recall, F-measure, AUC, and mean 

absolute error (Penget al, 2010; Penget al, 

2011). The performance metrics for this study 

will also be based on the aforementioned 

metric 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The objective of this research venture was to 

evaluate the performance of the base classifiers 

and ensembles methods with reduced attribute 

datasets, implemented with the use of 

PROMETHEE. This analysis was performed 

by executing Weka API library utilizing the 

Eclipse IDE. This sectionpresents the analysis 

result of the study. In this study, applying 

feature selection to the datasets increases the 

performance of learning models except in few 

cases where the situation is otherwise.The 

average of the 10 NASA attribute reduced 

datasets is represented in Table 2. 
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Table 2: The Average results of the classifiers and ensemble methods on the datasets 

PERFORM

ANCE 

MEASURE

MENT NB 

PAR

T 

LSV

M DS 

Boos

ted 

NB 

Boos

ted 

PAR

T 

Boos

ted 

LSV

M 

Boos

ted 

DS 

Bagg

ed 

NB 

Bagg

ed 

PAR

T 

Bagg

ed 

LSV

M 

Bagg

ed 

DS 

Stack

ing 

Voti

ng 

Correctly 

classified 

86.2

7% 

87.0

8% 

87.3

5% 

87.4

0% 

87.21

% 

87.30

% 

87.34

% 

87.23

% 

87.0

8% 

87.1

3% 

87.1

8% 

87.0

7% 

87.11

% 

87.1

8% 

Incorrectly 

classified 

13.7

2% 

12.9

2% 

12.6

5% 

12.6

0% 

12.79

% 

12.70

% 

12.66

% 

12.77

% 

12.9

2% 

12.8

7% 

12.8

2% 

12.9

3% 

12.89

% 

12.8

2% 

Kappa 

statistics 

25.7

4% 

21.1

9% 

19.2

8% 

15.9

3% 

18.03

% 

20.34

% 

20.01

% 

20.78

% 

21.2

0% 

21.3

2% 

20.6

2% 

21.0

1% 

19.91

% 

19.6

8% 

Mean 

absolute error 

14.3

6% 

16.0

8% 

14.7

2% 

15.6

8% 

16.25

% 

15.83

% 

15.39

% 

15.79

% 

15.7

0% 

15.7

6% 

15.4

4% 

15.4

1% 

15.80

% 

15.7

9% 

Root mean 

square error 

33.6

9% 

31.2

5% 

31.4

2% 

30.7

1% 

30.84

% 

30.68

% 

30.82

% 

30.89

% 

31.1

9% 

30.8

4% 

30.8

6% 

31.0

9% 

30.98

% 

30.7

3% 

FP rate 

58.2

9% 

67.7

2% 

71.2

2% 

74.9

8% 

72.08

% 

70.25

% 

70.79

% 

69.50

% 

68.2

1% 

68.4

5% 

69.4

4% 

68.4

8% 

69.94

% 

70.4

1% 

TP rate 

86.2

3% 

87.0

5% 

87.2

9% 

87.3

5% 

87.16

% 

87.25

% 

87.29

% 

87.18

% 

87.0

2% 

87.0

8% 

87.1

5% 

87.0

3% 

87.05

% 

87.1

3% 

Precision 

85.9

9% 

85.6

0% 

85.4

1% 

85.1

1% 

84.87

% 

85.11

% 

85.04

% 

85.05

% 

85.1

2% 

85.0

5% 

84.9

6% 

84.9

9% 

84.88

% 

84.8

9% 

Recall 

86.2

3% 

87.0

5% 

87.2

9% 

87.3

5% 

87.16

% 

87.25

% 

87.29

% 

87.18

% 

87.0

2% 

87.0

8% 

87.1

5% 

87.0

3% 

87.05

% 

87.1

3% 

F- measure 

85.6

5% 

85.2

9% 

84.7

4% 

84.2

1% 

84.60

% 

85.02

% 

84.94

% 

85.05

% 

85.1

1% 

85.2

1% 

85.0

8% 

85.1

3% 

84.97

% 

84.9

4% 

ROC Area 

76.2

5% 

70.5

7% 

61.9

1% 

63.8

9% 

65.16

% 

66.14

% 

64.45

% 

65.03

% 

65.8

8% 

66.8

2% 

64.9

7% 

65.6

2% 

65.43

% 

65.9

9% 

PRC Area 

87.0

1% 

85.4

5% 

82.7

4% 

81.1

3% 

83.63

% 

84.05

% 

83.62

% 

83.82

% 

84.0

6% 

84.3

1% 

83.7

8% 

83.9

6% 

83.87

% 

84.0

0% 
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Table 3: Best and worst classifier performances. 

 

 

 

 

 

 

 

 

 

 

 

 

The information presented in Table 3 is derived from Table 2

Criteria/Performance Best performer Worst performer 

Accuracy Decision Stump Naïve Bayes  

Kappa Naïve Bayes Decision Stump 

Mean Absolute Error Naïve Bayes Boosted Naïve Bayes  

Relative Mean Square 

Error 

Boosted PART Naïve Bayes 

FP Rate Decision Stump Naïve Bayes 

TP rate Decision Stump Naïve Bayes 

Precision Naïve Bayes Boosted Naïve Bayes  

Recall Decision Stump Naïve Bayes 

F-measure Naïve Bayes Decision Stump 

AUC Naïve Bayes LIBSVM 

PRC Area Naïve Bayes Decision Stump 
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From the analysis, it is evident that based on 

the performance metrics used for this study, no 

particular classifier or ensemble method gave 

the best result across the performance metrics 

used in this study. It is not only the accuracy 

that should be focused on when performing 

classification problem. The application of 

MCDM to the result will put into consideration 

all metrics considered, prioritize and rank the 

respective methods based on their metric 

values.  

With this result, it can be stated that stand alone 

classifiers have more extreme values positively 

and negatively with Naïve Bayes leading the 

charge of having both the best and worst values 

in most of the performance values. However, 

we can also notice that ensemble methods 

mostly lack extreme values and appear to tend 

towards the middle in terms of their criteria 

values. Having applied PROMETHEE, the 

following results are produced. The ranking of 

classifiers based on their performances are 

presented in Table 4,5,6,7 

and 8. 

 

Table 4. Ranking of Boosted Classifiers (Group 1) 

S/N Algorithms Priorities 

1 Boosted PART 0.2556 

2 Boosted LIBSVM 0.0781 

3 Boosted Decision Stump 0.0059 

4 Boosted Naïve Bayes -0.2911 

 

The priorities of the classifiers in the table above in the boosted group, Boosted PART is the top 

ranked. 

 

Table 5. Ranking of Bagged Classifiers (Group 2) 

 Algorithms Priorities 

1 Bagged PART 0.2142 

2 Bagged Naïve Bayes -0.0402 

3 Bagged LIBSVM -0.0876 

4 Bagged Decision Stump -0.1101 
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In the table above Bagged PART is ranked best classifier. 

 

Table 6. Ranking of Stacking. Voting, and individual Classifiers (Group 3) 

 Algorithms Priorities 

1 Naïve Bayes 0.2308 

2 PART  0.0805 

3 Decision Stump 0.0166 

4 Library Support Vector Machine  0.0107 

5 Voting -0.0497 

6 Stacking  -0.3136 

In the priority table above Naïve Bayes is the top ranked classifier. 

 

Table 7. Ranking of best models from each group (Group 1 to Group 3) 

 Algorithms Priorities 

1 Boosted PART 0.2556 

2 Naïve Bayes  0.2308 

3 Bagged PART 0.2142 

 

This table shows the overall best ranked performers in each of the categories. 

 

Table 8. Ranking of all classifiers 

 Algorithms Priority 

1 Boosted PART 0.2556 

2 Naive Bayes 0.2308 

3 Bagged PART 0.2142 

4 PART  0.0805 

5 Boosted LIBSVM  0.0781  

6 Decision Stump 0.0166 

7 LIBSVM  0.0107 

8 Boosted DS 0.0059 

9 Bagged NB  -0.0402 

10 Voting  -0.0497 

11 Bagged LIBSVM -0.0876 

12 Bagged DS -0.1101 

13 Boosted NB -0.2911 

14 Stacking -0.3136 
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Table 8 gives the results of all the 

classifiers/ensembles according to their 

priorities which is based on the overall 

performance. It can be observed that among the 

models Boosted PART tops them and it is an 

ensemble method. This shows that some 

ensemble methods can perform better than their 

stand-alone counterpart classifiers (PART) for 

software defect prediction. However, it is also 

important to note in this study that some 

ensembles also performed worse than single 

classifiers with staking at the bottom of the 

rank in Table 9. This beckons that the software 

engineers/developer and other concerned 

parties are to be well informed before choosing 

ensemble methods for defect prediction. 

 

6.0. CONCLUSION 

In this study, the efficiency of several 

classification and ensemble learning 

algorithms for software defect prediction were 

evaluated using the PROMETHEE (Preference 

ranking organization method for enrichment 

evaluation) multi criteria decision making 

technique for ranking of all algorithms in 

respect to performance. The classification 

algorithms used in this research work includes 

Decision Stump, Partial decision list (PART), 

Library Support Vector Machine (LIBSVM), 

and Naïve Bayes. This study employed the use 

of feature selection (attribute selection) to 

remove noisy data because it improves the 

classification results. The ensemble learning 

algorithms used includes Boosting, Bagging, 

Stacking, Voting. The results show that the use 

of ensembles can most times perform better 

than single classifiers in the task of software 

defect prediction. 

 

It has been observed in this study that the use of 

ensembles can perform better than single 

classifiers in the task of software defect 

prediction, however this project limits the 

number of classifiers to 4 and also the number 

of ensembles to 4, hence it is recommended 

that future works should look into using more 

sets of ensembles/classifiers for the task of 

software defect prediction as this will go a long 

way in proving the use and selection of 

ensembles to perform classifications in the task 

of software defect prediction. 
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ABSTRACT 

This study investigated the use of Multilayer Perceptron (MLP) artificial neural network 

and Autoregressive Integrated Moving Average (ARIMA) models for time series 

prediction. The models are evaluated using two statistical performance evaluation 

measures, Root Mean Squared Error (RMSE) and coefficient of determination (R
2
). Four 

different multilayer perceptron were developed and compared. The best MLP was then 

compared with ARIMA model. The experimental result shows that a 3-layer MLP 

architecture using tanh activation function in each of the hidden layer and linear function 

in the output layer has the lowest prediction error and the highest coefficient of 

determination among the configured multilayer perceptron neural network. Comparative 

analysis of performance result reveals that multilayer perceptron neural network MLP has 

a lower prediction error than ARIMA model. 
 

Keywords:: Artificial Neural Network, ARIMA, Multilayer Perceptron, Time Series, Data 

Preprocessing. 
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1.0   INTRODUCTION 

Transaction data are time-stamped data 

generated through business activities at no 

specific frequency. Common transaction data 

includes call center data, stock trading data, 

point-of-sales data and online retail sales data.  

Extracting meaningful knowledge from the 

transaction data requires some form of 

automation due to the large volume of 

transactions. To observe trends and variation 

over time of interest to the stakeholders, 

transaction data needs to be transformed 

(aggregated) to a time series data using statistics 

measures such count, mean, minimum, 

maximum, or summation. Time series data have 

specific frequency which may be hourly, daily, 

weekly, monthly, quarterly or yearly. This is a 

preprocessing stage for a Prediction problem.  

As more and more data are accumulated, a fast 

and efficient model is required for   future 

prediction of time series data to help business in 

efficient allocation of resources, inventory 

planning among other business decisions. 

 

Machine learning focus is on models that can 

iteratively learn from data to find hidden insights 

and patterns without being explicitly 

programmed. Learning methods can be 

supervised, semi-supervised or unsupervised. 

Artificial neural network is a form of supervised 

machine teaching model that mimic the biology 

nervous system. ANN can detect patterns and 

trends that are too complex for human or other 

statistical models such as non-linearity in time 

series data. Real world application of ANN 

includes pattern classification such as 

handwritten recognition, time series prediction 

[1], credit scoring for loan approval and machine 

control among others.  

 

This paper designs a Multilayer Perceptron 

neural network for time series prediction and 

compares the result with Autoregressive 

Integrated Moving Average statistical time 

series prediction technique. The study varies the 

number of hidden layers, and investigates the 

best activation function for the dataset. In 

addition, this study explores the significance of 

preprocessing in time series prediction problem 

by transforming the dataset having 5 attributes 

and 1,098,044 instances to a dataset having 2 

attributes and 366 instances using aggregation, 

equal frequency binning and feature selection 

techniques.  

 

The rest of this paper is organized as follows: 

section 2 gives the background information and 

related works, section 3 presents the theoretical 

framework, section 4 describes the 

implementation details, experimental result and 

discussion are presented in section 5 and section 

6 concludes the study. 

 

2.0 Related work 

Artificial Neural network (ANN) has been 

applied to time series forecasting problems by 

many researchers. The study in [1] employed 

Elman recurrent neural network (ERNN) with 

stochastic time effective function for predicting 

price indices of stock market. ERNN can keep 

memory of recent event in predicting the future. 

In addition, ERNN can learn, recognise and 

generate temporal and spatial pattern [1]. The 

study revealed that ERNN has the advantage of 

improving the forecasting precision when 

compared with the performance of 

Backpropagation Neural Network (BPNN) and a 

stochastic time effective neural network (STNN) 

architectures.  

The study in [2] used Multilayer Feed 

Forward Neural Network (MLFFNN) and 

Nonlinear Autoregressive models with 

Exogenous Input (NARX) Neural Network to 

forecast exchange rate in a multivariate 

framework. Experimental findings indicated 

that MLFFNN and NARX were more efficient 

when compared with Generalized 

Autoregressive Conditional Heteroskedastic 

(GARCH) and Exponential Generalized 

Autoregressive Conditional Heteroskedastic 

(EGARCH). 
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An advance statistical technique for predicting 

future time series is the Autoregressive 

Integrated Moving Average (ARIMA) model. 

ARIMA model assumes time series data is 

stationary, that is, the data is not time dependent. 

To use ARIMA for time series prediction 

requires checking for stationarity, a common 

approach is to use augmented Dickey-Fuller test 

(ADF). ADF tests the presence of a unit root in a 

sample; if the p-value is greater than 0.05, null 

hypothesis is accepted. The alternative 

hypothesis is that the time series is stationary if 

the p-value is less than 0.05.  

 

ARIMA and ANN are integrated in [3] to 

improve accuracy of time series prediction. The 

findings from the study indicated that integration 

of different models can be an effective way of 

improving accuracy of time series prediction. 

 

 

3.0 THEORETICAL FRAMEWORK 

3.1 Artificial Neural Network (ANN) 

Artificial Neural network (ANN) are 

made up of series of interconnected nodes that 

simulate individual neurons like biological 

neural system. ANN can be used for 

classification, pattern recognition and 

forecasting problem in situation when the 

underlying processes are complex and 

characterized by chaotic features such as trends 

and seasonality observed in parking ticket data, 

nonlinear and non-stationary in stock market 

data, chaotic features in ozone concentration 

measurement and weather related problems with 

non-linear relationship between the input and the 

output. 

 

 

 

 

 

The earlier ANN has a single layer and 

follows a local learning rule known as 

Widrow-Hoff or Perceptron Learning Rule 

(PLP) to update the weight associated with the 

network. A single layer neural network has no 

hidden layer; each input neuron has an 

associated weight and the output neuron uses a 

simple Linear Threshold Unit (LTU) activation 

function.  The activation function commonly 

used in most artificial network configuration is 

the sigmoid function because of its ability to 

combine linear, curvilinear and constant 

behaviors and is smoothly differentiable.
1
 

The single perceptron output is defined by: 

                          

Where: 

 t = threshold,          are the associated 

weight of the input attributes              

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
1 Sheela Ramanna, department of Applied Computer 

Science University of Winnipeg. Lecture note on neural 

network 1, 2 & 3. 
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Figure 1: Perceptron Neural Network 

 

Major drawbacks of simple neural network 

include: 

i. Single neuron cannot solve complex 

tasks; 

ii. It is restricted to linear calculations.  

iii. Nonlinear features need to be generated 

by hand, an expensive operation. 

The focus of this paper is the Multilayer 

Perceptron (MLP), a multi-layer perceptron 

(MLP) is a feedforward neural network 

consisting of a set of input, one or more hidden 

layers and an output layer. The layers in MLP are 

fully connected such that neurons between 

adjacent layers are fully pairwise connected 

while neurons within a layer share no 

connection. 

The input represents the raw data 

(               fed into the network. The 

raw data and the weight are fed into the hidden 

layer. The input to the hidden layer is thus given 

as: 

        ∑       
 
    (2) 

 The hidden layer is the processing unit where the learning 

occurs. The hidden layer transforms the values received 

from the input layer using an activation function. A 

commonly used activation function is the sigmoid function 

given as 

 σ =         ⁄   (3) 

Other activation functions are: 

i. tanh(x)- non-linearity activation function 

is a scaled sigmoid function given as: 

        
 

         (4) 

tanh(x) can be expressed in form of sigmoid as:  

2σ(2x)-1   

ii. Rectifier Linear unit (RELU) is an 

activation function with a threshold of 

zero given as: 

               (5) 

 

 The output of the hidden layer is given as: 

     H            (    )      ∑       
 
     

Where: 

 A is the activation function.  

Assuming sigmoid gives 

H  
      ∑       

 
     ⁄  (6) 

The output layer receives the output and the 

associated weight of the hidden layer neurons as 

input. The output   of the output layer assuming 

sigmoid function is given as: 

𝑤  
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    (  ∑     
 
    ) (7) 

Where: 

          are the output and weight of 

individual neurons of the hidden layer.  

The activation function of the output layer is 

commonly a linear function and depending on 

the task, a tanh or sigmoid function may be 

applicable. 

A multilayer perceptron (MLP) architecture 

having 2 hidden layers denoted as 2-layer 

multilayer perceptron neural network is shown 

in Figure 2 

The main issue with a Multilayer Perceptron 

neural network is weight adjustment in the 

hidden layer which is necessary to reduce the 

error at the output layer. The weight adjustment 

in the hidden layer is achieved using 

backpropagation algorithm.  The back 

propagation takes the sequence of training 

samples (                         as input 

and produces a sequence of 

weights (                starting from 

some initial weight    , usually chosen at 

random [4]. Generally, the backpropagation rule 

is given as:  
 

             

   
     

  
 

                       (8) 

  (8) 

Where:            

E(w) is the cost function that measures how 

far the current network’s output is from the 

desired one. 

∂E(w)/∂w is the partial derivative of the cost 

function E, that specifies the direction of the 

weight adjustment to reduce the error. 

                 is the step size for each 

iteration of the weight update equation.  

The weight change for the hidden layer is given 

as: 

           (9) 

Where              ∑     
 

The weight change for the output layer is given 

as: 

          (10) 

Where                      

T is the target output and                      Where                      
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Figure 2: 2-layer Multilayer Perceptron Neural network 

 

The network is trained by adjusting the network 

weights as defined in equation 8-10 above to 

minimize the output errors on a set of training 

data.  

The training of a multilayer perceptron can be 

summarized as: 

1. Given a dataset D with 

(               input and P patterns for 

the network to learn  

2. The network with N input units is fully 

connected to h nonlinear hidden layers via 

connection weight     associated with each 

input unit. 

3. The hidden layer is fully connected to T 

output units via connection weight     

associated with each neuron in the hidden 

layer. 

4. The training is initiated with random initial 

weight for each neuron in the network.  

5. An appropriate error function        , for 

instance Mean Square Error (MSE) to 

minimize by the network is predetermined. 

6. The learning rate η is also predetermined. 

7. The weight associated with each neuron in 

the hidden layer and the output layer is 

updated using the equation:
2
 ∆w=-   

     

  
.  

Until the error function is minimized. 

A momentum   is an inertia term used to 

diminish fluctuations of weight changes over 

consecutive iterations. Thus, the weight update 

equation becomes: 

     
     

  
          (11) 

3.2 The Auto Regressive Integrated 

Moving Average (ARIMA) 

ARIMA is proposed by Box and Jenkins [2].  

The model assumes that time series is stationary 

and follows normal distribution.   To achieve 

the notion of stationary in time series, the model 

subtracts an observation at time t from an 

                                                 
2 Kevin Swingler Department of Computing Science and 

Math, university of Sterling, Scotland. Lecture 4 

Multilayer Perceptron. 

http://www.cs.stir.ac.uk/courses/ITNP4B/lectures/kms/4

-MLP.pdf 
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observation at time t-1.   

ARIMA stands for  

i. Autoregressive, AR is the lag of the 

stationary time series data. AR is 

represented as p in the model  

ii. Integrated, I   a differencing 

transformation applied to time series to 

make it stationary. A stationary series is 

independent of observation time, 

represented as d in the model. 

iii. Moving average MA is the lag of the 

forecast errors and is represented as, q in 

the model. 

Thus, a non -seasonal ARIMA model can be 

summarized as               where: 

p is the number of autoregressive terms 

d is the number of non-seasonal differences 

q is the number of moving average terms 

              Forecasting equation is 

defined with respect to the number of 

differencing necessary to make the time series 

data stationary as follows: 

Let Y=   original series 

Let y = stationary series 

No difference, d=0; then           
First difference, d=1 then        
        

Second Difference d=2 then  

                          

           

=                   
3
 

This paper uses the statsmodels package in 

python to implement ARIMA model for the 

dataset. 

4.0 IMPLEMENTATION 
4.1 Development Environment and 

Tools 
 

i. System: 2.4GHz Intel(R) core ™i5 

laptop, 8GB installed memory, Microsoft 

Window 64 bits operating system 

ii. Implementation programming language 

is Python  

                                                 
3 Robert Nau Lecture notes on forecasting: Fuqua School 

of Business. Duke 

Universityhttp://people.duke.edu/~rnau/Slides_on_ARI

MA_models--Robert_Nau.pdf 

iii. Integrated development environment 

(IDE): Enthought Canopy.  

iv. Machine learning tool: Scikit-learn, 

Keras libraries. 

v. Other analysis libraries: Pandas, numpy, 

statsmodels and Matplotlib. 

4.2 Coding 

The code is divided into three different 

non-integrated modules due to time 

consuming nature of the preprocessing stage. 

The first module is the preprocessing module 

with 43 lines of code. The outputs from the 

preprocessing code are comma separated 

(CSV)   files for the daily count of tickets, 

dataset summary and the weekly mean data 

which is the input to other modules. 

The second module is the implementation of 

ARIMA(p, d, q) with 90 line of codes, the 

output is the evaluation result for ARIMA 

model save as are  comma separated (CSV) 

file. 

The third module is the implementation of the 

Multilayer Perceptron neural network; this 

module has 114 lines of code and the output is 

the evaluation result for the different 

architecture configured for the experiment, 

also save as comma separated (CSV) file for 

further analysis. All results are discussed in 

section 5. 

4.3 Dataset 

The dataset for this study is parking 

contravention transactions updated monthly by 

the city of Winnipeg on open data government 

license. The dataset has five attributes and over 

a million instances comprising of parking 

tickets issued between January 1
st
, 2010 and 

March 31
st
, 2017. For this paper, seven years’ 

data (2010-2016) is considered. The description 

and preview of the dataset is presented in Table 

1 and table 2 respectively. 

4.4 Evaluation 

The models are evaluated using root mean 

square error (RMSE) and coefficient of 
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determination (R
2
).  

RMSE is the square root of mean square error, a 

risk metric corresponding to the expected value 

of the squared error loss function. RMSE is 

defined as: 

RMSE =  √
          

 
 ∑   ̂     

  
    

Coefficient of determination (R
2
) is a measure 

of goodness of the model. It explains how well 

future samples are likely to be predicted by the 

model [4]. The value of R
2
 can be negative or 

positive. A negative R
2 
defines an arbitrary 

worse model.  Is defined as  

R2 =    
∑  (    ̂)

    
   

∑  (    ̅)
    

   

 

Where    ̅   
 

 
∑       

   
     

4
  

4.5 Implementation Chart 

This study preprocesses the dataset before 

designing the models. The output of the 

preprocessing will serve as input to the two 

major models under consideration. ARIMA 

model is then implemented follows by the 

Multilayer Perceptron neural network. 

Comparative analysis of the results is done after 

the experiment. The implementation flow for 

this study is presented in figure 3. 

5 Experiment and Results  

5.1 Preprocessing 

The preprocessing stage involves aggregation of 

the dataset into daily count and weekly average 

is then calculated. Using feature selection, the 

end-date of each week is taken as the period and 

the weekly average is the time series data. Thus, 

after the preprocessing stage the dataset has 2 

attributes and 366 instances. Sample output of 

the preprocessing stage is presented in table 3.  

The summary statistics for the dataset presented 

in table 4 shows that the minimum weekly mean 

                                                 
4  Model evaluation: 

http://scikit-learn.org/stable/modules/model_evaluation.

html#r2-score 

 

between year 2010 and 2016 is 178 tickets while 

the maximum is 1341 tickets. The graph for the 

dataset presented in figure 4 shows that there is 

a spike in ticket numbers around February each 

year when the snow route tickets are issued. 
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Table 1: Dataset Description 

Dataset Name Parking_Contravention_Citaitons.csv 

Number of attributes 5    

Number of Instances 1.09M 

Attributes Descriptions 

Issue Date Timestamp 

Ticket Number Transaction unique identifier 

Violation Description of offence, (Text) 

Street    Address location of offence (Text) 

Location  Longitude & Latitude location of offence 

 

Table 2: Dataset Preview 

Issue Date Ticket 

Number 

Violation Street Location 

12/13/2016 

12:59:55 PM 

70219201 01Meter 

Expired 

Hargrave ST (49.8884066, -97.142226) 

12/13/2016 

12:58:05 PM 

74920668 05Overtime Kenneth ST (49.839005, -97.149891) 

12/13/2016 

12:53:09 PM 

75508386 05Overtime Girton BLVD  

12/13/2016 

12:51:36 PM 

73418686 01Meter 

Expired 

Portage AVE (49.89496, -97.136288) 

12/13/2016 

12:51:11 AM 

73533700 13Fire 

Hydrant 

Enfield CRES (49.8826533, -97.11248) 

12/13/2016 

12:43:30 PM 

73533726 05Overtime RUE VALADE ST (49.8852133, -97.122383) 

 

 

Figure 3: Implementation Chart
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Table 3: Preprocessing Sample Output 

Period WeeklyMean 

2010-01-03 178.33 

2010-01-10 442.57 

2010-01-17 483.57 

2010-01-24 527.86 

2010-01-31 513.43 

2010-02-07 475.86 

2010-02-14 502.71 
 

Table 4: Preprocessing- Dataset Summary 

Count 366 

Mean 429.43 

Standard Deviation 442.57 

Min 178.33 

Max 1340.71 
 

 
Figure 4: Dataset Trends Graph 

5.2 ARIMA (p, d, q) Model 

The assumption of the ARIMA model is that the 

time series is independent of time. Thus, 

Augmented Dickey-Fuller (ADF) test is 

performed to test for stationarity in time series 

data. ADF null hypothesis states that a sample 

data has unit root, the data is not stationary and 

the alternative hypothesis states that the data is 

stationary.  If the p-value >0.05 the null 

hypothesis is accepted and if p-value<0.05 the 

null hypothesis is rejected.
5
 

                                                 
5 How to Check if Time Series Data is Stationary with 

Python 

The result of the Augmented Dickey-Fuller 

(ADF) presented in table 5 shows that the 

p-value<0.05, thus, the data is stationary and the 

null hypotheses is rejected. 

Table 5:  Augmented Dickey-Fuller (ADF) 

Test 

ADF Test Result 

ADF Statistic: -4.111741 

p-value: 0.000926 

Critical Values:  

1% -3.449 

5% -2.870 

10% -2.571 

  

 

Since the time series is stationary, the value of 

parameter d is assumed to be zero.     

The significant of the preprocessing stage is 

observed in the result of the augmented 

Dickey-Fuller Test. The mean weekly ticket 

calculated at the preprocessing is a useful tool in 

transforming time series data to stationary.  

Next, the log transformation is applied to the 

dataset for scaling and the ACF and PACF are 

plotted to determine the value of p and q 

parameters of the            . 
The Autocorrelation Function (ACF) is defined 

as a measure of correlation between the time 

series with a lagged version of itself. 

Partial Autocorrelation Function (PACF) is 

defined as the correlation between a time series 

with a lagged version of itself after removing 

the effect already explained by previous lag. For 

instance, at lag 5 say X5, the PACF is the 

correlation after removing the effect of x1, x2, x3 

and x4. 

Parameter p is defined as the point where the 

PACF crosses the upper confidence interval for 

the first time. From the result in figure 5, p =1. 

Parameter q, is defined as the point where the 

PACF tail off. From the result in Figure 4, 

 q=2. 

                                                                              
http://machinelearningmastery.com/time-series-data-stationary-

python/ 

 

http://machinelearningmastery.com/time-series-data-stationary-python/
http://machinelearningmastery.com/time-series-data-stationary-python/
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67% of the dataset is considered for training and 

the remaining 33% is used for testing. 

The              is implemented using: 

             ,
                               . The 

result presented in table 6 shows that 

             has the lowest error 

(RMSE=0.181) and the highest correlation if 

determination r
2.   

(0.141). on the average, there 

is a prediction error of 104 tickets per week. 

 
Figure 5: Autocorrelation and Partial 

Autocorrelation Plot 

5.3 Multilayer Perceptron (MLP) Neural 

Network 

Similar to the ARIMA model 

implementation, 67% of the dataset is 

considered for training and 33% for testing. 

Precisely, the training set has 245 instances 

while the testing set has 121 instances. Four 

different MLP architecture were designed in 

this paper; a 2-layer with one neuron in the 

hidden layer denoted as 2H1, 2-layer with 

four neurons in the hidden layer denoted as 

2H4, 3-layer having four neurons each in the 

two hidden layers denoted as 3H44 and 

4-layer with four neurons in each of the three 

hidden layers denoted as 4H444. All the 

models are separately trained for up to 900 

epochs using the sigmoid activation function 

and a comparison is made using the tanh 

activation function. The relationship between 

sigmoid and tanh activation functions is 

stated in equation (4a).  The optimizer 

selected for the training is the Stochastic 

Gradient Descent (SGD) optimizer with a 

default learning rate of 0.01 and momentum 

of 0.0 and the dataset is standardized using 

MixMaxScaler function in the range (-1,1).  

An attempt to use sigmoid activation function 

in the output layer resulted into negative r
2
 

(-9.67); thus, a linear activation function is 

used for the output layer of all the 

architectures. The setup is presented in table 

7. 

The loss function specified for all the models 

is the Mean Square Error (MSE), RMSE and 

R
2
 are subsequently calculated for evaluation. 

The result presented in Table 8 for the 

sigmoid activation function shows that a 

2-layer with one neuron in the hidden layer 

has the best goodness of fit having correlation 

of determination R
2 

of 0.126 and an error of 

0.176. Adding more hidden layer does not 

improve the prediction capability of the 

network.  

The result from table 9 for the tanh function 

shows performance improvement of adding 

layer up to 3H44 where the best result is 

recorded. Further additions of layer beyond 

3H44 add no value to the prediction 

capability and goodness of fit of the network. 

The Comparative analysis of the result 

presented in table 10 and figure 6 shows that 

3H44 has the highest correlation of 

determination R
2
 and the lowest error, RMSE 

having an average prediction error of 95 

tickets per week. A 2-layer MLP with one 

neuron in the hidden layer also has a better 

performance than ARIMA(1,0,2) having an 

average prediction error of 102 tickets per 

week. 
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Table 6: ARIMA(p, d, q) Results-( RMSE and R
2
) 

Model RMSE R2 RMSE  

(No Scaling) 

R2 (no Scaling) 

             0.181 0.141 104.19 0.08 

             0.182 0.135 104.42 0.08 

              0.182 0.132 104.38 0.08 

             0.183 0.125 105.02 0.06 

Table 7: Multilayer Perceptron architecture 

Epoch=900, Optimizer=SGD, learning rate=0.01, loss function=MSE 

            Standardization = MinMaxScaler 
Models No of 

Hidden 

Layer 

No of 

Neuron in 

Hidden 

Layer 

Activation 

Function 

Input  

Dimension 

Output 

Dimension 

2H1 1 1 Hidden- Sigmoid 

Output-Linear 

3 1 

2H4 1 4 Hidden- Sigmoid 

Output-Linear 

3 1 

3H44 2 4,4 Hidden- Sigmoid 

Output-Linear 

3 1 

4H444 3 4,4,4 Hidden- Sigmoid 

Output-Linear 

3 1 

Table 8: Sigmoid Activation Function Evaluation Results (RMSE and R
2
) 

Model RMSE R2 RMSE (actual dataset) R2 (actual dataset) 

2H1 0.176 0.126 102.07 0.126 

2H4 0.181 0.067 105.45 0.067 

3H44 0.177 0.115 102.67 0.115 

4H444 0.183 0.052 106.30 0.052 

Table 9. Tanh Activation Function Evaluation Results (RMSE and R
2
) 

Model RMSE R2 RMSE (actual 

dataset) 

R2 (actual 

dataset) 

2H1 0.172 0.165 99.77 0.165 

2H4 0.166 0.217 96.61 0.217 

3H44 0.164 0.235 95.49 0.235 

4H444 0.167 0.211 96.94 0.211 

Table 10 Comparative Analysis of Results (RMSE and R
2
) 

Model RMSE R2 RMSE (actual 

dataset) 

R2 (actual 

dataset) 

MLP tan h (3H44) 0.164 0.235 95.49 0.235 

MLP sigmoid (2H1) 0.176 0.126 102.07 0.126 

ARIMA(1,0,2) 0.181 0.141 104.19 0.08 
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Figure 6: Evaluation Result (RMSE and R
2
) 

6.0  CONCLUSION 

The performance of Multilayer Perceptron 

neural network and ARIMA models has been 

investigated in this study. Observations from 

the performance evaluation of the models as 

presented in table 8,9 and 10 revealed that the 

four MLP architectures designed using tanh 

activation function outperform ARIMA 

model with 3H44 model producing the best 

goodness of fit ( R
2 

= 0.24) and lowest 

prediction error (RMSE =0.16).  

The effect of adding more layers on the 

performance of a multilayer perceptron 

neural network is similarly investigated. 

Using sigmoid activation function, a 2-layer 

MLP having one neuron in the hidden layer 

has the best performance in term of prediction 

error (RMSE=0.176) and coefficient of 

determination (R
2 
= 0.126) measures. Adding 

more layers to a network configured using 

sigmoid function resulted to performance 

degeneration. One problem with sigmoid 

activation function is saturation which may 

lead to gradient vanishing (and /or explosion) 

making network training more difficult [6]. 

Rescaling sigmoid activation function is 

suggested in [6] to achieve a comparative 

result with tanh activation function.  Like 

sigmoid activation function, tanh activation 

function also has a saturation effect, however, 

unlike sigmoid, the output of tanh activation 

function is zero-centered. Thus, adding layers 

to a network configured using tanh activation 

function can improve the   performance of 

the network as demonstrated in this study. 

From the result in Table 9, it can be observed 

that adding more layers reduces the 

prediction error and improves the goodness of 

fit of the network up to the 3-layer network 

(3H44). 

In addition, preprocessing of dataset is a 

necessity to some models like ARIMA and 

MLP investigated in this study. ARIMA model 

requires a stationary time series data. This is 

achieved in this study by first aggregating the 

ticket transaction to daily count and using equal 

weekly frequency grouping the mean of each 

group is calculated and the logarithm function is 

then applied to the mean. Standardization is a 

requirement for multilayer perceptron network 

to remove bias that might result from wide 

variation in range of values of raw data during 

training. From the summary of preprocessing 

stage in table 4, it can be observed that 

standardization is required since the minimum 

average ticket per week is 178 while the 

maximum is 1340. This study used the 

MinMaxScaler function of the Scikit-learn 

library to transform the dataset to a range [-1, 1]. 

The result from this study suggests that 

choosing a good activation function can 

significantly improve the performance of a 

multilayer perceptron neural network. 
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Abstract- The detectors for watching, keeping and reporting records of digital activities that  have 

the tendency to endanger the security of computer and mobile systems are greatly  needed in digital 

security and forensics across the globe. Nevertheless, most detectors are  fraught with series of 

challenges whenever they are concomitantly operated to detect  potential intrusions within mobile 

and computer networks. Conventionally, analysts must  correlate and aggregate alerts of such 

devices before well-informed decisions can be  made from them.  Unfortunately, correlations and 

aggregations will fail to produce  desirable results whenever multiple pairs of alerts do not possess 

visible, mutual, complementary, or reciprocal relationships. Consequently, most of the existing models 

can suffer low efficacies whenever they are adapted to compare two intrusion logs within  different 

time intervals. This paper presents a pragmatic and optimized approach that uses  computational 

methods to compare a pair of intrusion logs together. Category utility and  entropy are applied to 

respectively measure the quality of each pair of logs generated  from Snort. Series of evaluations 

carried out using intrusion logs that are derived from  synthetic and real traces demonstrate how 

analysts can forecast the extent of similarities and dissimilarities of two intrusion logs. The results 

further suggest some intrusive themes, the nature, quality, degree and significance of pairs of intrusion 

logs across  different time intervals. 

Keywords:  Intrusion, intrusion detection system, detector, networks forensics. 

 

 

1.0 Introduction 

The techniques for monitoring various 

communications that migrate across Computer 

and mobile systems that started with key 

findings from researchers [1, 5], is playing 

significant roles in safeguarding digital 

resources and their respective users from 

intruders across the globe [10, 20]. As shown in 

Figure 1, Intrusion Detection System (IDS) or 

detector is a strong-growing Network forensic 

toolkit that is specially designed to technically 

THE JOURNAL OF COMPUTER 
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Vol. 25, No 1, June 2018 
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monitor, gather and report digital activities that 

may endanger the security of computer and 

mobile systems across the last three decades 

[21, 23, 19 and 8]. 

The central issue here is that the 

aforementioned mechanism has several 

advantages and disadvantages for using 

numerous attributes to clearly describe 

suspicious packets and for recording them as 

alerts in the form of intrusion logs [22, 18, 13, 

15 and 17].  For instance, intrusion logs that are 

informative can furnish analysts with 

comprehensive sequence of online real-time 

communications and communications that have 

already taken place across Computer and 

mobile systems without raising much 

protesting, doubting or further objection about 

the validity of the recorded activities.  

Additionally, detectors can log alerts that are 

clear to the mind of professionals. Similarly, 

experience has shown that the toolkits can 

operate in the mode to detect potential 

intrusions and yet they will capture and log 

alerts that will show certain characteristics that 

are distinct to mental discernment [18, 16]. 

 

 

 

 

 

 

  

 

   Figure 1: Illustrates some packets that can lost in transits 

 

Conversely, the recent changes in semantics, 

data engineering and data analytics globally 

have invigorated sudden novelty in data 

paradigm and the potential sizes of intrusion 

logs within corporate networks. Thus, the 

requests for collaborative analyses of intrusive 

logs are intensified across continents [10]. As a 

result, the perceptibility of the quality of alerts 

within an intrusion log rapidly becomes 

difficult as the size of the log increases.  

Besides, evolution of intrusion logs has 

proposed several methods of log analysis over 

the years. The research domain that has 

advanced with notable research findings such 

as by researchers [4, 6 and 7] to cite a few, has 

equally reached a stage whereby intrusive logs 

should not only be ultimately used to thwart 

intrusions and to litigate intruders. Experience 

has shown that there is need to further compare 

intrusive logs for a number of reasons. 

In the same token, the detectors of 

today are expected to possess the capabilities to 

sniff several terabytes of data accurately and 

without any successful attempt to evade 

detection [18]. The implementation of this issue 

is in progress in a recent time. For example, 

according to [10] international bodies are 

planning enhanced international collaborations 

with the view to curtail cases of cyber threats 

across the globe. Conventionally, alerts of 
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multiple detectors are often correlated and 

aggregated before analysts can make well-

informed decisions from them. With the recent 

issues surrounding big data analytics, 

correlations and aggregation can fail to produce 

the expected outcomes for a number of reasons. 

 

Figure 2: Comparison of digital logs 

The methods can be ineffective if there are 

multiple alerts within two or more intrusion 

logs that do not exhibit substantial mutual, 

complementary, or reciprocal relationship. For 

these reasons, there are potential challenges for 

most analysts to draw out sound comparison 

between a pair of intrusion logs. As shown in 

Figure 2, it is possible to compare a pair of 

intrusion logs together. The basis for 

comparing a pair of intrusion logs is that 

analysts and forensic professionals can 

collaboratively deduce useful conclusions that 

can be useful to the cyber groups from such 

comparison. 

There are other benefits inexplicit in comparing 

a pair of intrusive logs together. Such 

comparison will enable forensics professionals 

to examine and understand the degree of 

resemblances of specific pairs of digital logs 

that are obtained from computer and mobile 

networks. The method will explicate the 

underlying facts and the degree of 

equivalences, similarities and differences 

between pairs of digital logs that are under 

review. Qualities of intrusive logs that are 

comparable will be known and the scenario 

whereby there is no comparison between two 

logs can be unveiled. Additionally, the 

intention to compare a pair of intrusive logs can 

help operators to establish the essential 

equality, interchangeability, overestimation or 

underestimation of the given pairs of logs as 

the case may be during incident reporting of 

critical issues especially to the Board of 

Directors (BoD) in a corporate setting. 

Unfortunately, analysts often face further 

challenges whenever detectors are 

homogeneously or heterogeneously deployed 

within the same networks and there are 

necessities to compare their logs across several 

time intervals. Secondly, Return on Investment 

(ROI), forecasting of countermeasures, prudent 

deployment of  limited resources to achieve 

swift forensic analysis of intrusion logs and the 

goals of detecting potential intrusions may be 

defeated if such situations are not under control 

on time. For these reasons, this paper presents 

Log-evaluator, as a method for comparing two 

intrusion logs together.  
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Log-evaluator uses a computationally quick 

technique to systematically compare two 

intrusion logs together by forming clusters of 

the values held in particular attributes of alerts 

in each log in a top-down manner. The model is 

implemented on the platform of C++ programs 

running on Window Vista Operating System. 

Furthermore, category utility and entropy are 

applied to respectively measure the quality of 

intrusion logs that are obtained from Snort. 

Also, in-depth evaluations of the model are 

carried out using intrusion logs that are derived 

from synthetic and real datasets.  

Additionally, one of the substantial 

contributions of this paper is its ability to 

propose a novel method for concurrently 

forecasting the extent of similarities, 

equivalences and dissimilarities of two 

intrusion logs, first at sight. Unlike most 

models, the method proposed in this paper, has 

the capability to reveal two logs that are 

equivalent to each other in some respects. The 

paper has used entropy and category utility to 

provide deeper understandings and 

explanations of nature of intrusions with pairs 

of intrusion logs whenever they are closely 

examined together.  

The remainder of this paper is organized as 

follows.  Section 2 gives some related works 

while section 3 exhaustively discusses 

redundancy.  Section 4 gives an overview of 

the datasets that we used for experimental 

investigations. Section 5 gives a description of 

our approach to concurrently compare a pair of 

intrusion logs together. Section 6 provides 

elaborate account of experimental results 

performed with the proposed model. Section 7 

gives conclusion and future research direction 

that can be pursued to improve the quality of 

the research described in this paper. 

 

2.0 Related work 

Some of the studies about log analysis have 

been comprehensively reported [15, 17, 19 and 

8]. The reviews suggest two generic issues 

about IDS logs. Firstly, the analysis of IDS logs 

is conventionally used to aggregate and 

visualize intrusions, mitigate dangers; thwart 

online intrusions, debug IDSs, and to regulate 

network management procedures of corporate 

organizations so that firms will conform to 

accepted standards. Secondly, the comparison 

of intrusion logs is a novel research area in 

network forensics.  

Apart from the fact that previous methods for 

analyzing the quality of IDS logs are models 

that mostly quantify one intrusion log at a time, 

few of them published in contemporary 

literatures commonly adopt clustering 

technique and its variants to partition intrusion 

logs into two or more groups [20]. 

Unfortunately, there are major drawbacks 

associated with such models. For example, 

critical information may be lost in the course of 

manipulating the subdivisions of the IDS logs. 

Secondly, high level of expertise and time 

constrain are issues that can militate against 

prompt harmonization of the reports obtained 

from such models. 

In the works of a researcher [15, 17] the quality 

of intrusion logs and patterns of intrusions are 

determined by separating failed attacks from 

attacks that can potentially succeed within 

computer and mobile networks. Thereafter, 
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information theory and category utility are used 

to analyze each subgroup of the datasets. The 

model suggests informative attributes and 

attributes that best discriminate network 

intrusions [16]. Similarly Shui [19] evolved 

novel taxonomies and ideas for effective 

investigation of the Distributed Denial of 

Service (DDOS) attacks. However, despite 

their immense benefits with them, there are 

serious weaknesses identified with them as 

well. For instance, most DDOS attacks are not 

good examples of failed attacks because 

successful DDOS attacks start from the point at 

which an intruder compromises digital 

networks before installing the Trojan that will 

launch the attacks. Hence, it will be erroneous 

to compare such intrusive logs with logs that 

have been split into two groups.  

3.0 Comparison of intrusion logs 

In traditional network forensics and as shown 

in philosophical doctrine of intrusion 

detections, studies by different researchers [12, 

11] infer that the central goals of analysts and 

forensic tools are to achieve abstract separation 

of an intrusion log into its constituent 

attributes. Thus, the possibility of investigating 

IDS logs using attributes like source addresses, 

destination addresses and timestamp are 

explored.  

Some intruders may take longer durations to 

achieve their motives by launching cycles of 

suspicious packets that will complete their life 

cycles within a year. Hence, such attacks will 

elude online real-time analysis of IDS logs.  

Another drawback of the traditional log 

analysis is that the results obtained from them 

are restricted to the explication of the 

investigations and the components of such IDS 

log. As a result, the degree at which such IDS 

log reflects analogy of intrusive events become 

subjective in most cases. In other words, an 

intrusion log is basically an explanation of the 

events that have happened with the networks 

where the digital log has been extracted. 

Nonetheless, if there is any request to be 

equivocal about the degree of similarities and 

dissimilarities within two intrusion logs 

irrespective of whether they are extracted from 

the same  computer or mobile networks or they 

are extracted from different digital peripherals, 

the efficacy of the results obtained from 

traditional network forensics are not frequently 

opened to two or more interpretations.  

Essentially, it is plausible to compare a pair of 

intrusion logs across different parameters. We 

opine that two IDS logs can be compared on a 

daily basis, weekly, monthly and annually. The 

results of such comparisons usually underpin 

different motives of the analysts. 

3.1. Benefits of Log comparison 

Logs must be compared for a number of 

reasons. Two intrusion logs that are compared 

together can help analysts and business 

organizations to understand the degree at which 

similar or closely related events are migrating 

across their digital networks. 

In addition, comparison of two intrusion logs 

can suggest detectors that can be overloaded 

within an organization in the future time. 

Organizations can equally deduce if they are 

placing too much or too little workloads on 

their analysts at a given period. 
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Furthermore, concurrent comparison of a pair 

of intrusive logs is necessary to achieve 

adequate planning. Similarly, adequate 

planning about outbreak of intrusion is the 

bedrock upon corporate firms can achieve the 

best quality of services from their analysts, 

detectors and service providers.  

The act of monitoring resource utilization, 

distribution by allotting tasks, partitioning and 

apportioning logs during collaborative intrusion 

analysis can be enhanced if the qualities of two 

intrusion logs are compared together according 

to feasible contingency plans. 

Further still, comparison of intrusion logs can 

serve as substantive evidence to illuminate 

certain intrusive events that depart from 

expectations. Essentially, comparison of two 

intrusion logs can substantiate the levels of 

differences between conflicting facts, claims, 

personal beliefs and judgments about intrusions 

that are not founded on experimental proof or 

certainty.  

3.2. Category Utility 

Attributes of alerts are often used to categorize 

them into smaller conceptual schemes. All 

alerts within the same scheme thus indicate a 

collection of events sharing a common 

characteristic.  According to Nehinbe [15] and 

[9], category utility is a statistical concept that 

can be used to estimate the essential and 

distinguishing attributes of clustering schemes 

of alerts. The measure can suggest the quality 

at which alerts within a clustering scheme can 

be practically use to replace another group of 

alerts within another clustering scheme.  

Mathematically, suppose C1, C2….Ck….CN  are 

clusters with attributes A1, A2, … Aj . Whereby 

the i
th

 attribute has the values that range from 

Vi1, Vi2,…to Vij.. The expected value of number 

of correct attribute value predictions [9], a 

predictor can make if a predictor is told that an 

attribute belongs to a cluster Ck is  

 
i j

kiji CVAP 2))|((         (1) 

Similarly, the expected value of number of  

correct attribute value predictions a predictor  

can make without the knowledge of the cluster 

to which an attribute belongs is 

 
i j

iji VAP 2))((                (2) 

The gain for all the clusters is  
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Then, category utility score for the clustering scheme formed by an attributes Ai is  

N

VAPCVAPCP
k i j

iji

i j

kijik 








 22 ))(())|(()(

      (4) 

In equation (4) above, N is the total number of 

the clusters formed by an attribute Ai and it is 

introduced to favour an attribute that generates 

smaller numbers of clusters

. 

Algorithm 1: Pseudo-codes to compute expected correct prediction for clustering schemes 

F2: Assign attributes Ai to form cluster;  

Partition D into cluster Ci , i= 1, 2, ..n based Ai;  

While (there exists a cluster Ci)  

Find probability of all attributes in cluster Ci , i≥1;  

Sum squares of probability to get expected prediction for each attribute in the 

clustering scheme;  

Sum expected correct prediction for all attributes to get total expected prediction for 

the clustering scheme T1;  

End while  

 

Algorithm 2: Pseudo-codes to compute Category utility   

Ki=T- T
1
;  Ki= gain for cluster  i, T

1
 is 

correct prediction for entire dataset  

while T
'
is correct prediction for cluster i 

 P(Gi) * Ki; 

 Vi =((∑ P(Gi) * Ki)/n); 

if  (attribute to assign) then 

 goto F2; 

else 

exit; 

 

3.3. Entropy 

Intrusion detectors generate alerts that can lack 

any predictable order. Hence, the quality of 

such alerts cannot be estimated by manual 

approach.  Entropy or Information in this 
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context signifies the degrees of uniformity 

possessed by a collection of alerts in an 

intrusion log, from which conclusions can be 

drawn, are related. 

Mathematically, and in the works of some 

researchers [3, 9] Entropy or Information 

content of an intrusion log 

 (1) 

 

Where: The sum is for all the clusters in the 

clustering scheme and p(i) is the probability 

that an alert belongs to the i
th

 cluster 

 

 

Algorithm 3: Pseudo-codes to compute inform (entropy) of intrusion log 

Input  D (data set); 

For ( Ai ∈ D| i= 1, 2, …, j) 

       Partition D into Gi | i= 1, 2, …, n;  

end for 

while ( Gi ∈ Ai ) do 

          P(Gi)| i=1,2… n ;  

          Ei = (P(Gi)*( log10 P(Gi)/log10(2)); 

          ∑Ei ; 

End while 

exit 

 

4.0 Evaluative datasets 

Structurally, we evaluate six categories of 

intrusive traces that are stored in the Packet 

Captured (PCAP) format. The datasets are 

divided into three pairs. The first pair of 

datasets is the trace files extracted from 

LLDOS.1.0 and LLDOS.2.0.2. There are two 

categories of DARPA datasets or traces 

commonly known as DARPA 2000 intrusion 

detection scenario-specific datasets [14]. 

Furthermore, both datasets, attackers installed 

Trojans in compromised computers to 

maliciously launch the DDoS attacks.  The first 

group of the datasets is labeled as LLDOS 1.0 

to signify first scenario of DDoS attacks that 

was launched by novice attacker. The second 

category of DARPA 2000 datasets is labeled as 

LLDOS 2.0.2 [14]. LLDOS 2.0.2 dataset is the 

second scenario of DDoS attacks that was 

launched by experienced attacker [14] within 

the same networks. 

The second pair of the evaluative dataset 

comprises of the DEFCON-10 and DEFCON-

11 datasets. In [2], DEFCON datasets were 

)(log
1

2 i

n

i

i pp






       The Journal of Computer Science and its Applications                   Vol. 25, No 1, June , 2018  

141 

 

Internet trace files that were collected from 

RootFu networks during the capture the flag 

contest organized in different years. Each of the 

attacks within both datasets lasted between 24 

hours to 48 hours [2].  DEFCON-10 dataset 

contains bad packet, attacks on administrative 

privilege, FTP attacks via telnet protocol, ports 

scan and port sweeps attacks, fragmented 

attacks that intended to cause buffer-overflow, 

directory traversal attacks and IP spoofing 

attacks.   

The third pair of the evaluative dataset is 

made up of the EXPERIMENTAL and LIVE 

datasets. They were respectively extracted from 

Local Area Network (LAN) and University’s 

networks within two different months [15]. 

They consist of attacks on administrative 

privileges; ports scan attacks, Trace route 

attacks, Ping attacks, UDP and TCP scanning 

attacks.   

Essentially, interesting readers may obtain 

further information about the topology of the 

networks and other details about the above 

datasets from the repositories of the [14] and 

[2]. 

 

5.0 The Log-evaluator 

In Figure 3, Log-evaluator has four generic 

components. They subsume LogFeelers, Log-

Analyzers, Evaluators and Rundown engine. 

The model is implemented with the C++ 

programming language, compiled and executed 

on Windows Vista Operating system.  

The following seven attributes viz: SI, DI, IPP, 

IPL, TTL, IPF and TOS are selected for 

forensic analysis of all the intrusion logs 

evaluated in this paper.  One of the uniqueness 

of this model is it has the ability to analyze a 

log at a time, and its ability to concurrently 

analyze two logs at the same time.  

Fundamentally, LogFeeler-1 and LogFeeler-2 

must contain a pair of intrusion logs at the same 

time. For the first time, the inputs to the 

LogFeelers are alerts from LLDOS.1.0 and 

LLDOS.2.0.2 datasets that are intended to be 

compared together. Each LogFeeler has the 

same inbuilt rules that make the component 

sensitive to alerts. The sensitivity of the 

LogFeeler is similar to the sensitivity of a 

sensor of a detector and both logs are processed 

in a top-down manner. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Schematic diagram of Log Evaluator 
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Technically, the LogFeelers have clustering 

rules that are specific to each of the above 

attributes. Both LogFeelers acquire alerts from 

the given pair of intrusion logs. They 

independently process them and sent them as 

inputs to the LogAnalyzers. The LogAnalyzers 

have rules that are used to perform three basic 

functions. The rules group alerts from the 

intrusion logs into clusters. Subsequently, the 

rules forward clustered alerts to Evaluator-1 

and Evaluator-2 for further analyses.  

In a simple technical term, the evaluators use 

the algorithms already stated above to 

determine the quality of each IDS log. In other 

words, Evaluator-1 uses seven attributes of 

alerts mentioned above to compute the category 

utility of each attribute of the log. Similarly, 

Evaluator-2 uses the same seven attributes of 

the alerts from the same intrusion log to 

compute the entropy of each attribute and the 

aggregate entropy for the entire log. 

The results obtained are outputs to the 

Rundown engine, which in turn organize them 

in human readable formats. The above 

procedures are repeated for other pairs of 

intrusion logs described above and the results 

obtained are critically discussed below. 

 

6.0 Results and discussions 

This section presents the results, the 

discussions of the results and further intrusive 

themes that are extracted from the results. 

 

6.1. Results and analysis 

The table below gives the statistics of the 

duration of each dataset. Figure 4 up to Figure 

10 are the key results obtained from the above 

analyses. Figure 4 illustrate the sum total of 

many heterogeneous attacks within each 

evaluative data whenever they are considered 

together. 

Table 1: Dataset and statistical duration of events 

Data Set Statistical duration of events 

Start time End time 

LIVE-DATA 2013-01-24 21:40:02 2013-01-25 18:21:45 

EXPERIMENTAL 2013-01-24 13:27:08 2013-01-25 10:36:06 

LLDDOS-1.0 2000-03-07 16:27:51 2000-03-07 16:27:56 

LLDDOS-2.0.2 2000-04-16 21:06:15 2000-04-16 21:06:23 

DEFCON-10 2002-08-03 00:58:03 2002-08-04 20:22:44 

DEFCON-11 2003-08-02 14:59:03 2003-08-04 13:17:13 
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The results suggest that LIVE dataset 

respectively generate the largest quantity of 

alerts while LLDDOS-2.0.2 dataset 

generate the lowest quantity of alerts.

 

 

Figure 4: Aggregate alerts per IDS log 

 

The total packets across evaluative datasets 

are exemplified by Figure 5. The results 

further illustrate that DEFCON-11 dataset 

generates over ten millions of packets while 

EXPERIMENTAL dataset generates the 

least packets whenever they are considered 

together. 
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Figure 5: Aggregate packets per IDS log 

The possibility of predicting the attacks 

within two intrusion logs have been 

demonstrated in Figure 6.  The results 

imply that the intrusions within DEFCON-

11 dataset will be difficult to predict when 

compared with other intrusion logs.

 

 

  Figure 6: Aggregate predictability per IDS log 
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Also, the DDoS attacks within LLDDOS-1.0 

and LLDDOS-2.0.2 datasets possess the quality 

of being easily predictable. In other words, both 

categories of DDoS attacks within the 

aforementioned datasets are certainly 

predictable than attacks within other datasets. 

 

 

 

   Figure 7: Aggregate entropy per IDS log 

 

Figure 7 adds details, as to an account of 

evaluation carried out to clarify the degree 

of uniformity of the sum total of 

heterogeneous attacks within each 

evaluative data whenever all the datasets 

are considered together. The central 

findings for this evaluation show most of 

the alerts within DEFCON-11, DEFCON-

10, LLDDOS-2.0.2 and LLDDOS-1.0 

datasets are most likely to be regular and 

unvarying at sight.  

The degree of badness of clusters formed 

by attributes of LLDDOS-2.0.2 and 

LLDDOS-1.0 convey less information. 

Contrarily, most of the intrusions or alerts 

within EXPERIMENTAL and LIVE 

datasets are most likely to be diverse and 

interesting.  

The results shown in Figure 8 and Figure 9 

compare the degree of goodness, badness 

and the degree at which it is certain to 

predict intrusions within each intrusion log 

given the above-named seven attributes.  

The results suggest that notion of the 

goodness or badness within a pair of 

intrusive logs depend on the preference of 

the analysts. That is, the intrusive log that 

may be good to one analysts may be 

regarded as bad to another analyst. 
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   Figure 8: Crosssection of predictability per IDS log 

 

Figure 8 says the intrusions within the 

LLDDOS-1.0 and LLDDOS-2.0.2 datasets 

are relatively easy to be predicted by their 

source addresses while Figure affirms that 

there are repeated attacks originating from 

the same source addresses in LLDDOS-1.0 

and LLDDOS-2.0.2 datasets respectively. 

 

 

   Figure 9: Crosssection of entropy per IDS log 
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The individual clustering schemes that 

are formed by each attribute across the six 

evaluative datasets are shown in Figure 10. 

The results illustrate groups of independent 

but interrelated components that can be 

used to explicate the discrepancies observed 

across different intrusion logs and across 

unified whole log. 

 

 

Figure 10: Clustering scheme by attributes per IDS log 

In essence, the degree of the usefulness of the 

clustering schemes formed by the sources of 

the attacks within the LLDDOS-1 and 

LLDDOS-2.0.2 datasets suggest that both 

datasets generate the highest numbers of 

schemes whenever they are compared with 

other attributes of the other intrusion logs.  

 

6.2. Discussions of the central intrusive 

themes 

The above analyses have suggested the 

following central intrusive themes. 

a) The uniformity of attacks or alerts 

within intrusion logs can be 

determined at sight: The degree of 

randomness of the contents of two or 

more intrusion logs can be determined 

to reduce skepticism and to enhance 

countermeasures given suitable 

statistical metrics like entropy. 

b) Transferability and consolidation of 

countermeasures are plausible: The 

plausibility for similarities to exist 

between two intrusion logs has been 

inferred above. Two intrusion logs that 

may be dissimilar in certain degree can 

still share closely related attributes 
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together in another perspective. Hence, 

analysts can consolidate their operations 

by reusing relevant and feasible 

countermeasures to improve the 

efficacies of measures to be taken to 

thwart intrusions in progress. 

c) Predictability of quality, the degree of 

goodness or badness of intrusion logs 

is achievable. Another central theme 

from the above analyses is that the 

quality at which an intrusion log is 

being predictable is plausible across 

certain attributes that detectors have 

used to describe the events within the 

intrusion log that is under review. 

Intrusion analysts can concurrently 

investigate some apparent discrepancies 

and characteristic properties that define 

the apparent individual nature of two 

intrusion logs that detectors log within 

the same or different computer and 

mobile networks. 

d) Homogeneous attributes can be 

discovered within attributes of pairs of 

intrusion logs. Network forensics of 

intrusion logs can reveal an attribute 

that is commonly shared across 

numerous attacks. Hence, the degree of 

regularity of the entire log measured by 

such attribute when it aggregates all the 

alerts in the log into a clustering scheme 

will be zero. Consequently, the above 

empirical studies shows that DDoS 

attacks as implemented in the 

LLDDOS-1 and LLDDOS-2.0.2 

datasets form a clustering scheme by 

the values held in their Time to live 

(TTL), IPL and DI to cite a few. 

Conventionally, DDoS some analysts 

temporarily shut down the networks to 

thwart DDoS attacks. Better still, the 

above findings suggest that single 

countermeasure of highest efficacy can 

be designed using either TTL or IPL of 

the attacks to swiftly thwart. DDoS 

attacks rather than dealing with the 

attacks on the basis of their sources or 

targets. 

7.0 Conclusion 

Intrusion Detection System (IDS) is a strong-

growing technical aspect of monitoring, 

gathering and reporting digital activities that 

have the possibility to endanger the security of 

computer and mobile systems. The mechanism 

of detection employed by IDS has quite a lot of 

benefits. In a standard setup, the toolkit uses 

several attributes to describe suspicious packets 

and record them as alerts in the form of 

intrusion logs. Nevertheless, advances over the 

years affirm that IDS logs and IDS alerts pose 

extra challenges to the analysts whenever the 

toolkit is operated to detect possible intrusions. 

Analysts face further challenges whenever two 

or more of such toolkits are also deployed 

within the same or different computer or 

mobile networks to maximize intrusion 

detections.  

Fundamentally, intrusion logs are mostly used 

for litigations and for thwarting intrusions in 

progress over the years. Conventionally, alerts 

of intrusion detectors are often correlated and 

aggregated before analysts can make well-

informed decisions about them. Nonetheless, 

this paper suggest that correlations and 

aggregation can fail to produce the desired 

results whenever multiple alerts do not possess 
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visible mutual, complementary, or reciprocal 

relationships. Hence, it is often difficult for 

most analysts to compare intrusion logs 

together. 

Furthermore, most of the existing instances of 

applicability of intrusion logs are flawed given 

the sudden changes in the paradigms, 

semantics, bigness and analytical aspects of 

digital logs in recent years. For these reasons, 

two intrusion logs must be compared together.  

It is crystal-clear that there is further need for 

network forensics and investigators to 

determine the quality of intrusion logs for 

numerous purposes. Such determinations will 

help them to estimate the degree of goodness or 

badness of the intrusion logs under review. For 

examples, the measure of badness of intrusion 

logs help to reveal degree at which the logs are 

undesirable and the potential pains they can 

cause an organization. Also, this measure will 

unveil the level at which the logs are below 

ethical standards or expectations as of ethics or 

decency of network forensics.  

Logs comparison with the motive of 

determining the degree of goodness of intrusion 

logs can help intrusion analysts to compare two 

intrusion logs to ascertain which of them is 

valuable, most informative or most useful. For 

the aforementioned reason, this paper presents 

a framework hat can be used to compare the 

quality of all alerts within two intrusion logs. 

The model does not partition log into two. 

Instead, the model uses a computationally fast 

method to compare two intrusion logs together 

by forming clusters on the basis of the values 

held in particular attributes of alerts within each 

log. Starting from the degree of predictability 

of both IDS logs, category utility and entropy 

are applied to respectively measure the quality 

of each log as a whole. Thereafter, series of 

evaluations are carried out and properly 

explicated using intrusion logs that are derived 

from synthetic and real datasets.  

The results discussed above demonstrate degree 

of goodness and badness of six intrusion logs 

under reviewed. The method evolves degree of 

similarities and differences among the logs and 

some intrusive themes to guide network 

forensic professionals. Nevertheless, this paper 

has not investigated the nature, quality, extent 

and significance of various categories of virus 

attacks within several intrusion logs and across 

different time intervals. Hence, it is expected to 

pursue such research domain to enhance the 

quality of this paper in the nearest future 

research. 
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ABSTRACT 

The concept of collaborative e-learning scheme facilitates users’ creativity and critical 

thinking abilities by creating an interactive learning environment.  Although, the 

conventional e- learning architectures support server-based principle but the 

decentralized approach of peer to peer network provide better opportunity for 

collaboration in e-learning.  In peer-to-peer (P2P) collaborative e-learning paradigm, 

both the trainer and the trainee can act as provider and consumer of knowledge 

simultaneously. Furthermore, utilization of e-learning system is very poor in most 

Institutions in developing countries due to poor facilities. The scalable and affordable 

features of P2P network make it more suitable for e-learning technology in limited 

capacity networks environments typical in Nigeria while maintaining quality services. 

To this end, we propose an effective mesh-based P2P collaborative e-learning system 

named MEPLN e-learning suitable for proper peer management and resource allocation 

in limited capacity networks using Federal University of Agriculture, Abeokuta, Nigeria 

as a case study.  MEPLN overlay topology was formalized using temporal logic; it was 

further verified and validated using Simulink design verifier in MATLAB simulation 

tool.  The MEPLN e-learning scheme was then implemented using PHP, Java and 

MySQL programming languages.  
  

Keywords: Collaborative e-learning, peer-to-peer networks, limited capacity  

Networks. 

 

. 

1.0 INTRODUCTION 

The rapid growth of Internet in the last two 

decades had directly impacted learning 

systems across the globe [8]. 

Computer-supported collaborative learning 

or collaborative e-learning is an integral part 

of the learning sciences related to studying 

how people can learn together with the help 

of computers [18].  Collaborative e-learning 

facilitate dialogue among students and their 

THE JOURNAL OF COMPUTER 
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lecturers with the aid of information and 

communication technology [20]. It supports a 

faster learning curve, since students can 

interactively customize their learning and 

have more control of their learning process 

[5].  The concept of students’ engagement in 

peer review using collaborative e-learning 

has gained increased attention in several 

universities in developed countries. This can 

be attributed to the growing focus placed on 

collaborative learning as an aspect that 

supports student learning [23]. Students are 

provided with an opportunity to reflect on 

their peer’s work as well as their own, thus 

reinforcing key learning [7, 19].  

 

1.1  E-Learning in Peer-To-Peer Network 

Research has shown that most learning 

systems were implemented either with 

client-server architecture or centralized 

server based [14].  Although, the centralized 

server approaches are metaphors of 

student-teacher and repository centric which 

reflect real world learning scenarios in which 

teachers act as the content producers while 

students act as the content consumers [6].  

However, these approaches differ from the 

main principle of collaborative e-learning; 

thereby posing some challenges in adapting it 

to collaborative e-learning.   

The advent of peer-to-peer technology offers 

decentralized approach which paved way for 

easy sharing of large volumes of data among 

peers without requiring high resources as 

compared to centralized server approaches. 

This brings flexibility and efficiency in 

network-based learning and distance 

education, thus encourages collaboration. 

Many peer-to-peer environments allow users 

to browse the shared files directory on 

another peer and this enables efficient, more 

effective and synchronous learning 

environment for collaborative e-learning [4].  

         Peer-to-peer networks unlike 

client-server and centralized approaches 

make each peer play as both client and server 

[1]. The main advantage of peer-to-peer 

network over client-server network is their 

democratic nature which allows freely 

sharing of opinions and any available 

contents [9].  

The rest of this paper is organized as follows. 

Section 2 presents related works, the 

proposed collaborative e-learning P2P system 

is described in section 3. Section 4 discussed 

the implementation results and the conclusion 

is presented in section 5. 

 

2.0 RELATED WORK 

Over a decade now, researchers had 

employed collaborative e-learning scheme   

as an active tool for easy interaction and 

communication. An agent-based 

collaborative system to support extra-class 

interactions among students and teachers was 

presented in [21].  The system achieved rich 

collaborative environment. 

Also, [11] proposed a two-dimensional 

taxonomy in which types of P2P application 

and knowledge networks are combined and 

identification of e-learning supporting 

models based on this taxonomy. Thus, the 

proposed taxonomy can be used as a decision 

making tool. 

Another researcher studied the use of 

peer-to-peer networks in combination with 

collaborative learning. It was observed that 

peer-to-peer technology presents a better 

solution in learning environments because the 

architectures of peer-to-peer networks and 

collaborative learning are similar [3].  

The potential of P2P technology for 

collaborative learning capabilities were also 

explored and a scheme for collaboration 

within a social network was designed [2]. 

An investigation was carried out in [17] to 

test whether P2P technology could provide an 

improved platform for virtual classrooms and 

laboratories (VCL) and e-learning settings. 

The results from the investigation revealed 

that P2P paradigm offers an enhanced 

platform where institutions can fulfil 

instructor and student needs within VCL and 
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deliver advanced features compared to other 

platforms.  

Furthermore, a distributed event-based 

awareness approach for P2P groupware 

system was modelled.  

. The model focuses on supporting group 

activities in an academic setting and provides 

different forms of awareness through a set of 

interoperating, low-level awareness services. 

The system achieved good performance and 

scalability [15, 22]. Despite the rapid growth 

of e-learning which allows personalization of 

contents and building of user profiles based 

on the learning behaviour of each individual 

user [10], developing countries like Nigeria 

are still lacking behind due to limited 

networks experienced by end-users [12]. 

Hence, this research presents a P2P 

collaborative e-learning system in an attempt 

to provide good quality of service and quality 

of experience to end-users using limited 

resources.  

 

3.0 MEPLN E-LEARNING SYSTEM 

A new collaborative e-learning system called 

mesh-based P2P collaborative e-learning system 

for limited capacity networks (MEPLN 

e-learning) was formulated. MEPLN e-learning 

system as shown in Figure 1 consists of the DB 

(database), lecturer module, admin module and 

student module. The database is the repository for 

information on all the courses offered over a 

particular period. The lecturer module allows the 

course lecturers to upload contents that can be 

easily accessible by their students. 

It also accommodates feedback from various 

students. The admin module serves as an 

intermediary between the lecturer and the student 

modules. It ensures information is disseminated 

appropriately to the right channel, the 

administrator have access to create, update and 

delete any record of user. This scheme was 

designed to accommodate both the lecturers and 

student representative as administrator which 

actually depict peer-to-peer system. 
 Once, the content is uploaded in to the database 

from the lecturer or admin module, it is 

transferred directly to the student module.  In the 

student module, each peer (student) can exchange 

content with its nearest neighbour without any 

obstruction. This scheme is expected to 

provide adequate knowledge to learners in 

academic environment in low capacity 

networks like Nigeria using decentralized 

shared resources.  
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3.1 MEPLN Overlay Topology 

The overlay topology plays significant 

role in P2P networks; it ensures even 

distribution of resources to all peers 

within the network.  Tree-based (TB) 

and mesh-based (MB) are the most 

popular of P2P overlay topology. TB is a 

structured topology where the children 

peers depends on equivalent parent 

peers for resources, however,  failure at 

the parent peer can lead to total collapse 

of the system. MB   approach is an 

improved version of TB topology with 

unstructured peers’ arrangement, 

formed by peers connecting to 

neighbours. Although, MB has proven 

to address the problem of rigid and 

tightly controlled placement policy in 

TB but effective and fair distribution of 

resources without unnecessarily delay is 

still challenging [13]. The MEPLN 

topology is a modified MB P2P 

topology as displayed in Figure 1 

(student module). In MEPLN topology, 

peers are classified based on the resources 

(like upload/download bandwidth) they are 

capable of donating into the network, 

thereby, minimising end-to-end delay.  
 For each network session, the available 

peer within the network with the highest 

resources is made the super-peer while 

others are classified as sub-peers.  The 

super-peer is capable of downloading 

content at a faster rate and exchanges the 

content with sub-peers; it gets information 

directly from the lecturer or admin 

module and then transfers it to the sub 

peers.  Since, it is a mesh topology; the 

sub peers can also exchange information 

with its nearest neighbour. 

3.2 Model Checking for MEPLN 

Topology 

Model checking is the formal process 

through which a desired behavioural 

property (the specification) is verified to 

hold for a given model via an exhaustive 

enumeration either explicit or symbolic 

[16]. Here, the model checking of 

MEPLN topology is presented with an 

attempt to check for the consistency and 

completeness. MEPLN model 

specifications were formulated using 

computation tree logic (CTL). The 

definitions for the CTL operators are 

given in Table 1. 

 

 

 

The specifications for MEPLN topology 

are given as follows: 

1. If peer in MEPLN is active, then 

peer can send or receive frames:   

AG (Active  Send  Receive). 

2. If peer in MEPLN is active, then 

peer can send and receive frames: 

AG (Active  Send  Receive). 

3. Whenever a peer in MEPLN is 

active, eventually the peer will send 

or receive frames:  

AG (Active  AF Send  Receive).  

4. If peer-classify is true in MEPLN, 

then if high-bandwidth(Hband) is 

true in any subsequent state, then 

super-peer will eventually become 

true until Hband is false : 

AG (Peer-Classify  AG (Hband      

 A ( Hband U SuperPeer ))). 

 

3.3 Verification of MEPLN Topology 

All the specifications presented in 

section 3.2 were tested using Simulink 

design verifier within MATLAB 

R2015a simulation tool. These 

Symbol      Meaning  

AG (everywhere - along all paths) 

EF (everywhere - along some 

path) 

AF (somewhere - along all paths) 

AX (all successors) 

A [ψ1 ⋃ ψ2] (until – along all paths) 

  Implication 

¬ Negation 

⋀ Conjunction 

⋁ Disjunction 

 

Table 1: Computation tree logic Operators 
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specifications were verified for 

accuracy and validity with Boolean 

variables 0(false), 1(true), and values 

between 0 and 1 (degree of accuracy). 

The output results displayed using 

command windows. The results of 

verification for specifications (1-3) 

showed peers behaviour in the 

MEPLN topology for sending or/and 

receiving contents as displayed in 

Figure 3; it ascertains that the 

probability of peers sending content 

while receiving is 50%.  On the other 

hand, the chance of peers receiving  

 

 

 

 

 

 

contents while sending is approximately 

60%. However, few consistent interval 

transmission failures were also 

observed.  This suggests that it is easier 

for peers to complete the receiving 

process before sending to neighboring 

peers. Furthermore, the probability of 

classifying a particular peer as 

super-peer in the MEPLN at a given 

time as stated in specification 4 gives 

100% validation as shown in Figure 4. 

This shows that the MEPLN is effective 

for peers’ placement. 

 

 

 

 

Figure 3: Peer Behaviour (Send and Receive) 
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4.0   IMPLEMENTATION  

 

The prototype of MEPLN e-learning 

system was implemented on window 

operating system using PHP, Java and 

MySQL programming languages.   

NetBeans IDE provides the user with the 

interface while MySQL WAMP 

SERVER database was used in 

developing the software. The program 

made use of web forms, which makes it 

easy to use, and protect it against 

accepting invalid data. The 

administration of modules was not 

restricted, both the students and 

lecturers can upload and download 

materials and thus depicts a peer-to-peer 

system. The front page of the MEPLN 

e-learning is displayed in Figure 5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Users or peers can access the e-learning 

system through registered user name and 

password. Also, new users can as well 

register by clicking on sign up. A sample 

of lecture registration interface is shown 

in Figure 6 and the student registration 

interface is displayed in Figure 7. The 

sample of uploaded Interface which is 

easily accessible to the students that 

registered for the course is shown in 

Figure 8. Finally the sample of the 

database is given in Figure 9. 

 

 

 

 

Figure 4: Peer Classification 

Figure 5: Login Interface 

Figure 6: Lecturer Registration 

Interface 
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5.0 CONCLUSION 

 

This work presents a mesh-based 

peer-to-peer collaborative e-learning 

system for limited capacity networks  

 

 

 

 

 

 

 

 

 

 

(MEPLN e-learning). MEPLN 

e-learning was designed to ensure 

effective deployment of e-learning 

system in Nigeria universities. This 

Figure 7: Student Registration Interface 

Figure 8: Upload Interface 

Figure 9: Sample of Database 
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scheme was designed to work effective 

in both offline and online platforms. The 

overlay topology of MEPLN e-learning 

was design to accommodate sharing of 

resources among users within the 

network at a particular time by including 

peer classification mesh-based P2P 

technology thereby reducing the 

workload at the server end.  

Also, MEPLN topology was formalized 

using temporal logic function to check 

for consistency. The topology was 

further verified and validated using 

Simulink design verifier in MATLAB 

simulation.    

The system was implemented using 

specific programming languages. The 

testing of   prototype revealed that the 

MEPLN is suitable for limited capacity 

networks. MEPLN e-learning system 

can be extended to cloud computing 

environment. The scheme can also be 

tested with video contents (video on 

demand or live video streaming). 
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ABSTRACT 

A common expectation for high-end customers in most system operated environment 

is that systems must never fail, hence activities should be seamless. Information 

Technology components (hardware and software) are inherently prone to failure.  

Though these systems rarely “crack”, hardware components can still fail causing 

software running on them to fail as well. These fault situations have high cost to 

management and to customers who may experience poor service. If a fault can be 

predicted, preventive action can be taken to mitigate the pending failure. This research 

work aims at developing a novel framework that applies machine learning and 

probability theory based on data mining techniques using significant amount of 

captured IT equipment fault log data from a central server to predict faults. Statistical 

test based on Naive Bayes and K-Nearest Neighbour classifiers were used and 

implemented using Rapid miner running on java programming language. The results 

obtained were models showing good prediction results with accuracy of 83% and 27% 

respectively indicating substantially, that applying data mining in equipment fault 

prediction is possible with datasets features that are best fit. 
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1.0 INTRODUCTION 

[14] In the Proceedings of the World Congress 

on Engineering and Computer Science, in a 

paper titled “A Prediction System Based on 

Fuzzy Logic” opined that Prediction of an event 

requires vague, imperfect and uncertain 

knowledge. Complexity in a prediction system is 

its intrinsic characteristics with various 

techniques used to achieve the prediction.  

 Manually formed rules were used to 

build prediction systems in the early times, but 

with increase in the number of inputs, predicting 

an event became complicated and difficult. 

Engineering assisted in building prediction 

system that could adapt to the increasing number 

of inputs and framed rules with higher and better 

accuracy and speed superior to former. 

 Complex systems suffer stability 

problems due to unforeseen interactions of 

overlapping fault events and mismatched 

defence mechanisms. Hackers and criminally 

minded individuals invade systems, causing 

disruptions, misuse, and damage. Accidents 

result in severed communication breakdowns 

sometimes affecting entire regions. Natural 

occurrences like light sun outage, tsunami, 

earthquakes and landslides greatly affect 

communication equipment across the entire 

earth leading to loss of man hours and lots more. 

To guarantee that high confidence systems will 

not betray the intentions of their builders and the 

trust of their users are systems that are fault 

tolerant and predictable. 

 In this work, we are focusing on 

post-deployment failures, rather than fault 

densities since these failures are experienced by 

end users and affects reliability and work flow 

more directly.  Fault prediction in IT equipment 

will be narrowed down to a specific fault user’s 

encounter with computer system and networks 

during normal operations with the system. 

 

2.0 Related work 

It is not surprising that a lot of research work 

have been put into developing techniques to 

collect, study and mitigate malicious code. Some 

researchers have used static based approach, 

machine learning, controlled called graph to 

analyse malware.  A static based approach was 

used to detect malware by applying ordered of 

weighted averaging [7]. The method uses a 

parameterized family of aggregate operators to 

select prominent features from malware 

Network-based techniques have also been used 

to monitor the traffic produced by some 

categories malware [20]. The problem with 

network-based techniques is that since it relies 

on the traffic produced by the programs, it will 

be difficult to observe the activities of the virus 

directly. Also, network based techniques cannot 

identify malicious program that does not sends 

or receives data [5].  

Signature-based detection have enjoyed 

commercial success today, nearly all 

anti-malware uses signature-based [13, 19]. A 

signature is a sequence of bytes that is present 

within a malicious executable and within the 

files already infected by that malware [21]. In 

order to devise a signature, expert usually 

collects information from an infected computer 

or network to determine a file signature for a 

new malicious executable. Using this approach, 

suspected files can be analysed by comparing 

its signature bytes with the list of already 

known signatures. If a match is found, the file 

under test will be identified as a malicious 

executable. This approach has proved to be 

effective when the threats are known 

beforehand. Several issues have rendered 

signature-based less reliable. It cannot cope 

with code obfuscations and cannot detect 

previously unseen malware [21, 8, 4].  

Different techniques have been proposed to deal 

with unknown malware which signature-based 

cannot identified.  One of them is the 

data-mining based approach, data-mining based 

approach uses dataset that combine both the 

characteristic features of malicious samples and 

benign samples. It uses this, to build 

classification tools that can detect un-seen 

malware.  

The idea of applying data-mining models to the 
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detection of different malicious programs based 

on their respective binary codes was proposed 

by [22]. In [2], the authors presented an 

approach to detect malware using evolving 

clustering method for classification. The 

shortcoming with most of the data mining 

technique is that the domain used by most of the 

authors does not cover all the different types of 

malware. The use  of Opcode Sequence for 

unknown malware detection was proposed by 

[21]. The authors uses data-mining algorithm to 

train the selected Opcode in order to detect 

unknown malware. 

To capture the intrinsic properties of malware 

researchers now consider disassembling 

infected file for identifying malware features 

that are not detected ordinarily by normal scan 

[3, 26].  Window application programing 

Interface (API) calling sequence have also been 

used by [16, 27], to indicate behaviour of 

malwares attacks on PE files. A graphical-based 

mining approach was used by [7], to detect an 

unknown malware. In that approach the system 

disassembles the PE-file to a standard assembly 

code and then extracts the Control flow graph 

from the assembly code. The limitation with this 

approach is that it consumes a lot of processing 

time and also the issue of graph isomorphism is a 

known NNP complete  

A new method for detecting an unknown 

malware that generate fuzzy rule from an 

evolving clustering technique was used to detect 

malware [2].  The approach effectively 

combined the information gain as a feature 

selector with an evolving learning classifier. 

The main challenge with this technique is that it 

cannot detect any malware that falls outside the 

cluster. 

 

3.0 Proposed Approach 

[11],[12],[13]Some principles or techniques 

in fault prediction are;  

i. Multivariate state estimation 

technique-otherwise known as MSET utilizes 

multiple parameters to monitor results in 

predicting. 

ii. Trend analysis (data mining)-This method of 

analysis allows traders to predict what happens 

to stocks in the future. It is based on historical 

data relating to performance given the overall 

trend of the market and indicators within the 

market. 

iii. Dispersion frame technique (DFT)-This 

technique measures interval time between 

successive error events. 

iv. Reliability based technique-It uses the mean 

values of the random system parameters as 

design variable and optimizes the objective 

function subject to predefined probabilistic 

constraints. 

v. Artificial intelligence-AI looks at intelligence 

displayed by machines in contrast to the natural 

intelligence showed by humans. 

vi. Expert system-It’s considered to be a piece 

of software that uses databases of expert 

knowledge to offer advice or make decisions. 

 

[12] The system analysis will be based on 

probability of naturally-occurring faults in the 

past which is among the most accurate ways to 

achieve insights into the fault behaviour of a 

system in the future.  

Event logs have been widely adopted over the 

past decades where analysis of failure data in the 

log provides valuable information on classes and 

allows pinpointing dependability bottlenecks. 

The architecture of the fault prediction model is 

based on three main modules;  

(i) Collection,  

(ii) Filtering, and  

(iii) Analysis of entries in the log 

3.1 Collection: User logs of IT related issues 

have been collected. The logging mechanism 

allows users to state what their IT challenges 

were, state their location, specific location, 

classification, description of the issue and the 

responding part has the line supervisors and 

those on the responsible party escalating path 

and the logger will be alerted via emails. This 

alert will among other things indicate the 

maximum time the issue is expected to be 
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resolved.  

3.2 Filtering: Given a large volume of data 

collected in the system, a crucial    step of each 

log-based measurement study is determining 

who the responsible party is. 

3.3 Analysis of the entries: Given the sieved 

volume of data collected from the process of 

filtering, the resulting models are applied to the 

datasets for the purpose of prediction and 

knowledge discovery. 

The concept overview highlights the sequential 

relationship among them. Once an event 

log is collected from the target system, 

filtering procedures make it possible to infer 

failure data from the event log.  

Finally, failure data are analyzed to characterize 

properties of interest of the system. Major tools 

and techniques adopted to manipulate the data at 

each step of the methodology. 

 

 

 

 

 

 

 

 

 

 

FIGURE 1: 

ARCHITECTURE OF IT EQUIPMENT FAULT MODELS  

 

 

3.4 Machine learning - The proposed 

system involves the use of machine learning and 

probability theory applied on historical datasets 

in the prediction of fault in an IT environment.   

[7] "Model frameworks are a combination 

of "Naïve Bayes Network Technique and 

K-Nearest Neighbour Technique" which 

employs an objective supervised learning 

approach". 

 In this system, the relative probabilities 

and the distances of the features is used to 

obtain the classified data which in turn will be 

used for the prediction. 

 The aggregated dataset retrieved from 

the central portal over a period of time and the 

"weight of each statistic is determined prior to 

making a prediction" which involves 

determining it's probabilities and nearest 

neighbour via modelling. 

3.4.1 Breakdown of proposed system  

Steps employed in the proposed system; 

Step 1: Problem definition 

Step 2:  Data collection and 

pre-processing 

Step 3: Modelling 

Step 4: Training and applying of Models to 

unseen data 

Step 5: Performance evaluation 
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Step 1:  Problem definition -At this level, 

the problem will be define considering the kind 

of data available from the industry.  

 

Step 2: Data collection and pre-processing - For 

the purpose of this system, industrial domain 

historical data will be retrieved from a central 

sever located at the researchers' office 

international headquarters in Lagos Nigeria. 

The dataset located on a server named ntops2 

will be downloaded using ftp protocol as a tool 

for the commencement of pre-processing 

activities with Microsoft excel to acquire the 

right features. 

 

The purpose of pre-processing is to determine 

the related features to be used in the prediction. 

Pre-processing of data will involve critically 

analysing the datasets by replacing missing 

values, selecting roles and attributes for the 

purpose of transformation and use by the model. 

Select attribute operator is introduced to the 

"main process" which is connected to "read 

excel" and to the example operator. when 

executed a result of the example sets of 

attributes is displayed. 

Step 3: Modelling - The modelling phase is 

sub-divided into build and execute models. 

Build: In the build phase, the "Naïve Bayes and 

K-Nearest Neighbour techniques” are brought 

or introduced to the main process area.  

Execute: These enables the running of the 

process containing the models and other 

parameters that provides the expected outcomes  

 

3.4.2 Naive Bayes 

It helps in reducing complexities "by making 

conditional independence that dramatically 

reduces the number of parameters to be 

estimated when modelling". it looks at the 

probabilistic relationship among set of 

variables.  

Algorithm: Naïve Bayes 

Input: 

Attributes X1, X2…. Xn 

Naïve Bayes process: 

P (X | ϑ , S) = Y n i=1  

P (Xi | pai , ϑ i , S) 

Output: 

Y= Dependent variable representing resulting 

weights of the attributes.  

 

 

Figure 2.   Naive Bayes Main Process  

3.4.3 K-Nearest Neighbour (K-NN) 

[8] K-NN is gotten by considering each of 

the characteristics in our training set as a 

different dimension in some space, and take the 

value an observation has for this characteristic 

to be its coordinate in that dimension, so 

getting a set of points in space. We can then 

consider the 

similarity of two points to be the distance 

between them in this space under some 

appropriate metric". 

 

Input (Training set): 

This provides for the features used in the model 

Ticket, Sol Id, Name, State, Region, Country, 

HotSpot, Class, ClassType, LogType, 

Notification, Responsible, Start Time, Time 

Closed and Closed By 

Output: 

Predicted results for unseen fault datasets 

 

Step 4: Training and applying of KNN Model to 

unseen  data 

Step 5: Validation 

Evaluating the model for performance 

means to estimate the model whether it 

meets the expectations or not. If the 
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model does not fit the original 

expectations, they go back to the 

modelling phase and rebuild the model 

by changing its parameters until optimal 

values are achieved. To calculate the 

performance of the model, the accuracy 

must be obtained. To calculate accuracy,  

Accuracy: Acc = (Number of correctly 

classified examples / No of examples) X 100 

 

 

Fig.3 Tree view of Main Process(Naive Bayes 

and K-nn) 

 

 

 
Fig. 4 Implementation algorithm 

   3.6 RESULT 

In the analysis of the fault log data pooled 

over 90,000 datasets, the results obtained 

significantly shows that using relevant 

features provides prediction of fault in IT 

environment. The wrongly predicted 

represent poorly classified data by the KNN 

and Bayesian models. The Bayesian 

network also prevents noise from the 

datasets which justifies the high prediction 

accuracy obtained. 

 

The result also shows how effective Naïve 

Bayesian network manages text datasets and 

can be used in text mining. 

 

Model Prediction Accuracy: 

When the testing set was applied to the 

Naïve Bayesian model, a prediction 

accuracy of 83%, which is substantially 

higher than the output when the prediction 

sets were applied to the K-NN.  

This indicates that improved prediction data, 

using the best fit attributes would lead to 

more accurate predictions. 
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Figure 5. Result Chart (Naive Bayes and K-nn) 

          

Figure 6. Naive Bayes dataset 
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3.5 RESULT COMPARISON 

Model – NAÏVE BAYES  Model – K-NN  

YIELDED  

Prediction Accuracy: 83%  

YIELDED  

Prediction Accuracy: 27%  

Intelligent learner  Lazy learner  

Classifier returns probabilities  

   

Classifier returns  

K- distance of the nearest neighours  

Naive Bayes classifiers are 

computationally fast when  

making decisions as  

training of datasets was completed in 1sec  

K-NN classifiers  

Are computation- 

ally SLOWER than  

the  

NAÏVE BAYES  

when 

making decisions.  

Training of  

datasets was 

completed in 3sec  

Learning done by statistical inference  Learning done  

by analogy  

Uses  Laplace correction  Uses K = 1 – N  

Manages large datasets efficiently  Poor with  

large datasets  

Resulting model smoothened  Resulting model  

noisy  

Efficient in handling text data sets  Poor in handling  

text data set  

4.0  CONCLUSION 

System methodology used is "Rapid 

Prototyping" which entails going through the 

system developmental cycle of analysis, design, 

implementation, and post-delivery maintenance 

with the ability to change requirements at the 

various stages except the retirement stage 

where the excellence of necessity and 

specifications was achieved with better and 

amplified user participation. 

 In this final chapter, a total recap of the 

research work was done with reference to the 

earlier chapters with thorough synopsis on the 

complete investigation of the set goals and 

objectives. It further elucidates how this 

research work contributes to knowledge  

 

 

 

 

and ascertains projections for further research. 

The Prediction System explores the use of 

machine learning techniques in the field of 

predictive analysis (IT equipment fault log). 

Driven by the irresistible increase in the 

repository of existing data in the domain, 

datasets were collected, data mining and 

machine learning techniques were productively 

used in diverse aspects of the research work. 

Predictive methods that empowers us to 

discover out more treasured datasets to improve 

the overall performance and to make exact 

choices. In several incidences, predicting the 

outcomes of procedures has always been a 

challenge and in some cases a rewarding 

experience. Consequently predicting problem 

reveals an increasing need to conduct 

experiment in this area.  
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Historical comprehensive and statistical data 

have been reserved to assist the proceedings in 

the work environment. The members of staff, 

the equipment and the fault log all presents 

various forms of these statistical evidences over 

a period of time This pool of information from 

the refined datasets will keep inspiring different 

assemblages, ranging from public domain, 

statisticians and information technology 

enthusiasts to discover embedded discrete 

knowledge in it. 

The work can be continuously reused by future 

research work and finally, can be 

well-thought-out as a fruitful examination and 

survey that can provide a respectable spine for 

further studies. 
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