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ABSTRACT 

Plethora of cooperative enterprise models exist in practice. Inherent complex and tasking 

operations and lack of financial strength to procure cutting edge Information Technology 

infrastructure are some of the problems faced by these cooperative enterprises. In this paper, 

a cloud model is constructed for transaction-based cooperative systems with a view to 

mitigating these problems. The model is implemented using a server script language (PHP) 

and Mysql database engine. Test results show that while database security issues can be 

intuitively tackled by using Mersenne Twister random number algorithm, server scripts are 

secured through simple abstraction. Results also reveal that credit cooperatives will benefit 

from the model by taking advantage of its low initial investment feature to make them part 

owner of the cloud software. It is therefore safe to conclude that while cooperative accounting 

is a new area for research attention, this model can solve the problems associated with 

cooperative administration. 

 

Keywords: Cloud, Cooperative Enterprise, Database Engine, Transaction, Algorithm, Model. 

 

1.0 INTROUCTION 
Cloud computing is a general term for anything 

that involves delivery of services that are hosted 

over the Internet. In cloud computing the end 

users’ knowledge is neither necessary nor 

required. Also, it is not necessary to have the 

physical infrastructures in place to access the 

service. The software, database and other 

applications are delivered from web browsers 

and mobile applications. It allows the users to 

access the applications using the web browsers 

as if it is done on their own personal computers, 

mobile phones, or personal digital assistants. 

The services can be delivered to individuals, 

communities or to large corporate or government 

agencies. The services are provided based on the 

client’s needs, so there is no need to make huge 

investment on procuring the hardware and 

software required to provide needed services or 

incurring unnecessary personnel and operation 

overheads. 

 

The term cloud computing can be used in many 

ways. Some consider it to be a pool of 

virtualized computer resources and others say it 

is the dynamic development and deployment of 

software fragments [1].  Macherla [2] referred to 

Cloud as a “model” and not as a “technology” 

per se that enables banks to use hardware and 

software via the internet as a paid service.  

 

Cloud service models have been classified into 

three classes according to the abstraction level of 

the capabilities and resources provided and the 

service model of providers: Software as a 

Service (SaaS), Platform as a Service (PaaS) and 

Infrastructure as a Service (IaaS) [3]. This work 

is particularly averred to software as a service 

(SaaS) model, where users purchase access and 

use an application that is hosted on the internet 

(the cloud). In this model, end user application is 

delivered as a Service, Platform and 

Infrastructure are abstracted, and can be 

deployed and managed by a third party with 

little efforts. 

 

A transaction-based cooperative is a society 

owned by members who enjoy equal rights in 

the affairs of the society. The society avails its 

members the opportunity of engaging in periodic 

savings. It also encourages its members to 

patronize and transact business with the 
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cooperatives’ owned commodity sales outlets. 

The society provides funds for its members in 

form of loans which they service at scheduled 

intervals. These societies can be owned by 

members of the same workplace such as 

Unilorin cooperatives, EACOED cooperatives, 

FUNAB cooperatives, and religious associations 

such as Muslim cooperatives or Christian 

cooperatives, etcetera.  

 

In [4], it was pointed out that Cooperative 

Enterprise has a long history and that its origin 

dates back to the 15th Century. However, it was 

the establishment of the Rochedale Society of 

Equitable Pioneers in 1844 that is viewed as 

the foundation of the modern cooperative 

movement. The so-called Rochdale Pioneers 

were ambitious and had lofty goals for their 

cooperative namely: (1) to sell provisions at the 

store; (2) to purchase homes for their members; 

(3) to manufacture goods which their members 

needed; (4) to provide employment for their 

members who are either out of work or are 

poorly paid [5]. 

 

Cooperative Enterprises started in many 

countries several years before policy formulation 

through Government gazette and exemptions 

from banks. In Nigeria, modern cooperative 

societies started as a result of the Nigerian 

cooperative society law enacted in 1935 

following the report submitted by C. F. 

Strickland in 1934 to the then British colonial 

administration on the possibility of introducing 

cooperatives societies into Nigeria [6].  

 

2.0 REVIEW OF RELATED WORK 

Researchers at International Labour 

Organization reviewed different models of 

cooperative development and were able to 

identify the impact of liberalization measures on 

these models. The research which was carried 

out in 11 African countries revealed that 

cooperatives in Africa have survived the market 

forces and continued to grow in number and 

membership. They observed a slow but sure 

erosion of the unified model and the adoption of 

a social economy model [7]. 

In [8], the authors developed a dynamic system 

that effectively manages the loan scheme of a 

named organization. The system essentially 

manages both short-term and long-term loans, 

and keeps track of cash inflow and outflow of a 

cooperative society among others. It utilized 

Structured Query Language (SQL) Server 

database architecture at the back end and Visual 

Basic.Net framework at the front end. This 

makes it user-friendly and highly interactive. 

The Object Modeling Technique (OMT) is 

adopted for the analysis and design of the Loan 

Software. They concluded that achieving 

optimal performance requires a means to both 

measure performance and plan sufficiently for 

the future so that the computing infrastructure 

will meet the demand of automation. However, 

their work did not adopt cloud computing 

technology. 

 

Macherla [2].produced a white paper from the 

point of view of a banking software development 

organization. The article expressed the need for 

cloud in banking. It opined that leveraging 

technology to service a wide range of customers 

and achieving customer satisfaction is what 

determines banking success. The paper 

concluded that Technology is a double-edged 

sword, on one hand, it is inevitable and on the 

other hand, prone to obsolesce.  The paper only 

described “Cloud Model” and its benefits, it 

never implemented it. 

 

In [9], the author focused on the Co-operative 

Banking model and the Grameen Bank model. 

The study attempts to highlight their histories, 

institutional arrangements, the design of their 

saving and loan delivery systems and most 

importantly their strengths and weaknesses. The 

study emphasizes the use of smart card 

technology for the purpose of making easy 

withdrawals through the Automated Teller 

Machine (ATM), and controlling the 

withdrawals by placing a withdrawal limit if 

there is a loan taken out by the member, and 

experimenting with a complimentary currency. 

 

In [10], the author wrotefor an in-house software 

development firm, Temenos Ren Money Nigeria 

Ltd. Her paper introduced a microfinance 

software solution that would allow instant access 

for both core banking and risk management 

platforms. The software firm included cloud 

technology features in its core banking module. 

It is however a core banking software and not a 

cooperative software. 

 

In [11], the authors studied The Role of Credit 

Co-Operatives in the Agricultural Development 

of Andhra Pradesh, India. The main objective of 
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the study was to evaluate the performance of 

Credit Cooperatives by analyzing its deposits, 

credit and impact of credit on the beneficiaries. 

Through cooperative credit, the farmers 

benefitted to a maximum extent by increasing 

their agricultural output which in turn increased 

their levels of employment and income. It was 

concluded that cooperative credit has become a 

powerful tool in the agricultural development of 

the state. In this study no particular reference 

was made to the role of information and 

communication technology on the cooperative 

enterprise. 

 

Even though many cooperative societies have set 

up websites that give information about their 

history, products, and services, and have global 

presence on the internet, those that have enjoyed 

the benefits provided by cloud technology are 

still very scanty. Today, cloud computing is 

reshaping how businesses are done, managed 

and transformed at lower cost anywhere and at 

any time. To a large extent, this transformation 

is being enforced by the liberalization and 

globalization of markets and the growing use of 

cloud computing technologies. 

 

3.0 METHODOLOGY 

Exploratory Research Method is adopted for 

the initial information gathering and Object-

Oriented Technology is adopted for Analysis, 

Design, and Implementation. The Unified 

Modeling Language (UML) is used to construct 

Use Case diagrams, Class diagrams, Sequence 

diagrams, and activity diagrams. Software as a 

Service model of the cloud technology where 

platforms and infrastructure facilities are 

abstracted forms the basis of the model 

construction. The model has four basic 

components: The database, Scripts, The client 

application, and Object oriented analysis and 

design. 

 

Database:  A database is created for every 

cooperative society that subscribes to the 

software in the cloud. The database contains the 

basic information about the cooperative society. 

Each database consists of tables containing 

information about the society members and 

details of their loans, commodity, and 

investments transactions. MYSQL Database 

Engine is adopted for the software. This is 

because it is easy to obtain (free versions are 

available on the internet) and it is very stable. 

 

Scripts: The scripts act as middleware between 

the database and the client application. These 

scripts are developed to update the database, 

generate user reports, and carry out formatting 

and security checks on the input data. PHP is 

adopted as scripting language for the software. 

This is because it is server based and can be 

abstracted. 

 

Client Application: This application provides 

the interface between the database and the users. 

Opera Mini is adopted as the default web 

browser application for interacting with the 

system. This is because it has an embedded java 

scripting language and is available on most 

mobile devices. Many other popular browsers 

(i.e. Internet Explorer, Mozilla Firefox) require 

the subscriber to install java scripting language 

on their infrastructure. 

 

Object oriented analysis and design: The goal 

of the object-oriented analysis is to understand 

the domain of the problem and the system's 

functionalities. This is achieved by identifying 

the users, usually called the Actors, Developing 

the Use Case scenarios, Developing interaction 

diagrams, and Identifying the classes and model 

the system using the Class Diagrams. 

 

3.1 USE CASE DIAGRAMS 

The Use Case diagrams are considered for high 

level requirement analysis of the system. After 

the requirements of the system are analyzed, the 

functionalities are expressed as use cases. Here, 

the actors or users are identified as the 

cooperative management, cooperative assistants, 

members of the cooperative society, and the 

Web 2.0 System. The use cases are identified 

and the relationship between the actors and the 

use cases are as illustrated in figure 1 below. 

 

 
 



Cloud Model Construct For Transaction-Based Cooperative Systems 

A. A. Ajuwon and R. O. Oladele 

4 
 

-

 

Figure1 Use Case Diagrams 

3.2 UML CLASS DIAGRAMS 

 
Figure 2: Class Diagrams 

 

The UML class diagram models the static 

structure that represents the fundamental 

architecture of the system. From the description 

of the Use Case Diagrams the objects involved 

in the system are identified as the Web 2.0 

system, Database, Coop manager, Coop 

assistant, Coop members, Loans, Investments, 

Commodities, Dividends, Backup/Recovery 

system, and Reports. These objects are specified 

with the services which they provide in the 

above UML class diagram. The Class Diagram 

shows the classes and how they are related to 

each other. 

 

3.3SEQUENCE DIAGRAMS 

The sequence diagram is used to model the flow 

of control between objects. It shows how the 

objects interact dynamically over time and how 

messages are passed between them. In this study 

the flow of control between the objects are 

modeled thus: 

 
Figure 3 Sequence Diagrams 

 

3.4ACTIVITY DIAGRAMS 
The dynamic nature of this system can also be 

modeled with an activity diagram. Here the 

focus is on the activities and responsibilities of 

the objects that drive the system without 

showing the message flow. The diagram exhibits 

capabilities such as parallel flows, concurrency, 

and swim lanes. The four categories of users 

identified are: Coop Manager, Coop Assistant, 

Coop Members, and Web 2.0 System. Each user 

is represented as a swim lane in the model and 
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their activities are modeled in the following diagrams:  

 

 
Figure 4 Activity Diagrams 

 

3.5IMPLEMENTATION DIAGRAMS 

Component diagrams are used to describe the 

implementation view of a system. It models the 

physical artifacts such as the executables, 

libraries, documents, and files that reside in the 

node. The relevant artifacts and their 

relationships are as shown in the figure 5 below 

Reports.php

society.php

subscribe.php

Fileman.php transman.php

Datatable.php

transupd.php

backuprestore.php

 
 

Figure 5: Components Diagrams 

 

3.6DEPLOYMENT DIAGRAMS 

Deployment diagrams are used for describing 

the hardware components on which software 

components are deployed at run time. The 

diagram is also used to show the topology of the 

hardware components that are deployed. This 

diagram however, modeled how the software is 

deployed. 

 

 
  

Figure 6: Deployment Diagrams  

 

4.0 RESULTS AND DISCUSSIONS 

 

4.1 RESULTS 

After the subscriber has registered his cooperative 

society, he proceeds to pay his annual subscription, 

and then continues to enter the required information 

into the cloud, and later generates necessary reports. 

This is achieved using the following web pages: 

 

 
 

Main Menu 

 

 

 

 

 

 

 
 

Commodity Types 

Commodity Updates 

Society Update 

 

Standing data 

 

Membership Register 

Loan Register 

Investment Register 

Register Society      

Pay Subscription 

Create Your Database 

Log into your 

Database 
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Registers 

 
 

 

Commodities 

Sales 

Purchases 
 

Loan Repayment 

Regular repayment 

Regular Repayment Update 

Bulk Loan Repayment 

Loan Rollover 
 

Investment 

Regular Contribution 

Regular Repayment Update 

Bulk Contribution 

Bulk Contribution Update 

Monthly Transaction Update 

 

Transactions 

 

 
Commodities 

Commodities List 

Sales List 

Purchases List 
 

Registers 

Loan List 

Investment List 

Membership List 

Members Individual Detail 

Summary of monthly payments 

Detail monthly Payments 

Summary of bulk payments 
 

Loan Exceptions 

Dividend Reports 

 

 

 

Reports 

SAMPLE REPORTS 

LIST OF REGISTERED PRODUCTS AS AT 14-08-2015 

Product Name Product 

 Code 

Ctr  

Code 

Stock 

Level 

Reorder Level Last Order 

date 

Loan Type 

 

Pay No 

 

deep prizer 350 1001 

 

0 2 1   

 

Essential 

 

7 

 

 

xtian coop 4 

LIST OF REGISTERED LOANS AS AT 14-08-2015 

Last Name First 

Name 

M. 

Number 

Loan 

Type 

Face 

Value 

Rate Loan 

Balance 

Last Payment 

Date 

ADEGBIJI SAMUEL 300

  

Casual 30000.00 0.00 30000.00 2015-08-13 

 

xtian coop 4 

LIST OF REGISTERED INVESTMENTS AS AT 14-08-2015 

Last Name First Name M. Number

  

Investment 

Type 

Total 

Investment 

Rate

  

Last Payment 

Date 

ADEGBIJI SAMUEL 300 Esther  7000.00  2015-08-14 

ADEGBIJI SAMUEL 300 Savings 5000.00  2015-08-13 

ADEGBIJI SAMUEL 300 Shares  5300.00  2015-07-31 

ADEGBIJI SAMUEL 300 Xmas  2000.00  0000-00-00 
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Last Name First Name M.  Number Cell Phone No E-Mail Sex M. Status Picture 

ADEGBIJI SAMUEL 300   Male Married 

 
 

MEMBER DETAILS AS AT 14-08-2015 

 

300 ADEGBIJI SAMUEL 

 

Type Balance Int. Rate Paid Installment Last Pay Date 

Casual 30000.00 0.00 0 0 2015-08-13 

Esther  7000.00  0  2015-08-14 

Savings 5000.00  0 2015-08-13 

Shares 5300.00  1 2015-07-31 

Xmas 2000.00  0 0000-00-00 

 

xtian coop 4 

SUMMARY OF MONTHLY PAYMENTTS AS AT 14-08-2015 

M. NUMBER LAST NAME FIRST NAME LOANS INVESTMENT TOTAL 

300 ADEGBIJI SAMUEL 5000.00 300.00 5300 

 

xtian coop 4 

MEMBER MONTHLY PAYMENT DETAILS AS AT 14-08-2015 

 

300 ADEGBIJI SAMUEL 

ADEOLA 

LOANS = 

5000.00 

CONTRIBUTIONS 

= 300.00 

TOTAL 

= 5300 

 

DETAILS 

Type Description Amount Paid Installment Last Pay Date 

Casual Loan Repayment 5000.00 6 0000-00-00 

Shares   Shares 300.00 1 2015-07-31 

 

xtian coop 4 

MEMBER MONTHLY BULK PAYMENT DETAILS AS AT 14-08-2015 

300 ADEGBIJI SAMUEL ADEOLA  6000.00 6000 

 

xtian coop 4 

LOANS EXEPTION REPORT AS AT 14-08-2015 

M. Number Names Loan Type Loan Balance Monthly 

Payment 

Last Payment 

Date 

300 ADEGBIJI SAMUEL 

ADEOLA 

Casual  30000.00 5000.00 2015-08-13 
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4.2    DISCUSSIONS 
 

Security Issues 

In cloud computing, security issues have always 

been a topic of debate. As such, security is an 

important aspect of the design process in this 

work. Security has been handled from two 

levels: database and the script. 
 

Database Protection 

The first idea was to protect the database from 

intruders. So immediately the subscriber 

registers the society the user id and password are 

generated using Mersenne Twister random 

number algorithm. This algorithm also generates 

the database name. A good feature of the 

algorithm is that the number generated is a 

mixture of digits and characters which makes it 

more difficult to guess. It is also possible to 

specify the number of characters that is needed 

for any purpose. Even though the software 

recognizes the database of each subscriber as he 

logs into his database, the database is abstracted. 

 

Again, the database is further protected by 

allowing the subscriber to have a complete 

backup of his database. This guides against any 

unforeseen disaster and gives the subscriber the 

assurance that his database is save anytime. 

 

Script Protection 

The second idea was to protect the script from 

malicious hackers. In order to achieve this, the 

frontend Hypertext Markup Language (HTML) 

is left as open source and the actual scripts were 

intentionally kept away from the browser. This 

action will prevent any malicious hackers from 

having access to the scripts thereby further 

keeping away the database from intruders.  

 

5.0 CONCLUSION 

A cooperative cloud model has been constructed 

using Object-oriented approach and was 

successfully implemented with PHP script and 

MySql database engine. The model software has 

been recommended for use as a service on the 

internet (Cloud).  

 

Again, the subscribers will benefit from this 

research once the software model is published on 

the cloud, the subscriber does not need huge 

investment for him to use the software on the 

cloud. He only needs to pay a token to be able to 

access the software, 

 

Moreover, the subscriber’s information is very 

secure, because the security design concept of 

the software model has been treated from two 

levels: database level and script level. In 

addition, the subscriber is allowed to have a 

complete backup of his database which he can 

copy after using the software or restore before 

using it. 

 

Cooperative accounting is another area that can 

be studied. Different cooperative accounting 

systems are used across the globe which can also 

be harmonized and standardized, so a research 

effort in this area is worthwhile. The constructed 

cloud model covers cooperative administration 

and reporting, this can be expanded to 

accommodate cooperative general ledger 

accounting. The combined model if 

implemented will improve the robustness of the 

system. 

 

It is believed that there can be no information 

technology if there are no new software 

developments to manage new areas of human 

endeavors. Hence, the construction of this model 

and its implementation is an attempt to address 

new areas of information technology 

management. In addition, this model has proved 

that software can be used as a service for a 

transaction-based cooperative administration.  

 

Again, the implementation of this model has 

shown that the operations of cooperative 

societies across the globe can be harmonized and 

standardized. The model has been able to 

accommodate differences in information 

requirements across the globe. This is because 

differed cooperative models across the globe 

have been carefully reviewed and merged to 

arrive at the final construction of the model. 

 

This models is recommended for use by a 

cooperative society for a period of six months. 

During this period, its correctness should be 

monitored, scrutinized, and any discrepancies 

should be identified. At the end of the testing 

period the model can be deployed and released 

for public use. 
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ABSTRACT 

Nowadays, many measurement techniques are being implemented to determine the effectiveness of 

security awareness on social networks (SN).While these techniques are inexpensive, they are all 

incident-driven as they are based on the occurrence of incidence or success of attack(s).  Additionally, 

they do not present a true reflection of awareness since cyber-incidents are hardly reported.  The 

techniques are therefore adjudged to be post-mortem and risk permissive, the limitations that are 

inacceptable in industries where incident tolerance level is very low.  This study deploys a password 

cracker technology, as a non-incident statistics approach, to proactively measure the impacts of 

awareness on SNs. 

Key words: Security awareness; measurement techniques; non-incident statistics approach; 

password cracker; social networks; Socialist Online. 
 

1. INTRODUCTION 

Many experts agree that information security 

awareness (awareness) is effective while some 

others are of a different opinion [28].  Okesola in 

[21] particularly criticises the impacts of 

awareness, arguing that awareness has been 

promoted for many years as being fundamental 

to Information systems (IS) practices.  He 

confirms that only very few studies have been 

done regarding its effectiveness and efficiency. 

The importance of security awareness is actually 

being discussed by many authors and 

organisations but very few empirical studies are 

done, and none of these offers a technique that is 

effective in measuring users‟ behaviour in Social 

Network Sites (SNs) [28].  Similarly, very few 

experiments are done in the measurement of the 

effectiveness of the changes in human behaviour 

or attitude [26, 29]. Although recent research 

works [2; 30] are already looking into the 

impacts of awareness on SNs, they have always 

been focusing on the effectiveness of phishing 

tests, class-room based training, e-mail based 

training and web-based awareness material [13]. 

Research has been exhausted in the realm of 

awareness, but literature still lacks proof of the 

effectiveness of awareness methods from 

psychological theories and they are still silent on 

the fundamental assumptions of these methods.  

However, in their own study concluded in March 

2011, Khan, Alghathbar and Khan evaluated the 

effectiveness of different awareness tools and 

techniques on the basis of psychological models 

and theories [14].  They succeeded in describing 

processes needed to measure awareness in an 

organisation. 

In a report [1] concluded in November 2012, 

ABC classified all these methods as incident 

statistics approaches to measure awareness.  The 

methods are adjudged to be incident statistics, 

since the measurement of their effectiveness is 

based on the occurrence of an event or success of 

an attack.  Therefore, putting in mind the goal of 

password cracker as a non-incident statistics 

technique, this author chooses to develop a 

strong password cracker capable of cracking SN 

passwords that is hashed with a more complex 

system. 
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People generally do not see legitimate reasons 

behind the creation of password cracker.  

However, the problem is not the existence of 

password crackers, but their frequent illegal use 

by fraudulent people for bad goals and 

objectives.  When employed with good 

intentions, password crackers offer a valuable 

service to system and data administrators by 

alerting them of system or users‟ weak 

passwords [27]. 

A review of the existing crackers and analysers 

did not provide any suitable cracker to capture 

the logon details of users on socialist Online, 

which includes passwords and user-Id [1].  

Although many researchers have developed 

numerous crackers to crack and analyse user 

passwords of SNs, none of these solutions have 

ever worked with applications that do not use 

MD5 for password hashing [22].  Therefore, the 

author had to develop a new password cracker 

suitable for this research purpose. 

This study begins with a comprehensive 

literature review to highlight the main 

definitions, theories, models and empirical 

findings that provide background to the research 

in question.  The literature overview reviews the 

existing related works on awareness as related to 

SNs and provides the theoretical foundation for 

the research questions and sub-questions.  It is on 

this basis that the initial study is planned and 

delimited. 

2. RELATED WORK 

While several literature sources emphasise the 

importance of awareness in SNs, some notable 

authors in[3],[7],[11],[23], and [24] surprisingly 

argue that security education may yield negative 

results against the expectation and thereby 

promote the potential risks that users are 

exposing themselves to.  They report that if users 

are well informed about the risk in disclosing 

credit card details via emails, but the attack 

approach is changed to be launched through 

telephone requests, then such users could be at 

risk for simply following what they were told to 

do. 

Research has been exhausted in the realm of 

awareness but literature still lacks proof of the 

effectiveness of awareness methods from 

psychological theories and they are still silent on 

the fundamental assumptions of these methods.  

A wide form of completely different strategies is 

now being adopted to measure awareness efforts.  

However; organisations seem to find it difficult 

to implement effective quantitative metrics [7].  

They tend to adopt different methods, both 

quantitative and qualitative approaches, to 

measure the effectiveness of their awareness 

activities.  Nyabando agrees that more extensive 

qualitative and quantitative studies are needed to 

understand the disparities between awareness and 

practice [20]. 

In 2005, a prototype model [15] was invented by 

Kruger and Kearney to measure awareness 

effectiveness in an international gold mining 

company based on knowledge, attitude and 

behaviour (KAB).  However, their work failed to 

study the basic theory behind the model.  

Similarly, Hagen, Albrechtsen and Hovden 

analysed responses to research questions from 87 

Information Security managers in Norwegian 

organisations [9].  Furthermore, Albrechsten and 

Hovdenin [2] identified Information Security 

related discussion as a tool effective enough to 

raise users‟ awareness. 

Johnson, in his doctoral research [13] conducted 

at the University of Lagos, argues that too much 

is expected from the audience, undermining a 

fact that security processes can only be effective 

when audience have a good security support and 

appreciate security requirements.  On this basis 

and by applying background training, the authors 

in [12] were able to prove that it is very easy 

(through SN in particular) to capture huge 

amount of data for effective phishing attacks.  

However, they attempted (with no success) to 

measure the influence of social context 

information on phishing attacks.  What makes 

their work different was that e-mails were 

spoofed to deceive users as if it was from friends 

in the Social Networks (SNs), and at the end the 

total number of victims to this phishing attack 

outweighed the expectation [12]. 

Wolf in [30] reported that there were some 

unconventional methods used to study and 

measure users‟ awareness.  One of the notable 

methods was employed by Dodge, Carver, and 

Ferguson who used phishing e-mails to detect 

users that clicked on potentially malicious links 

in e-mails [6].  Briggs made another attempt by 

describing how software was implemented to 

examine network traffic for Personally 

Identifiable Information (PII), and being 

transmitted unencrypted over a campus network 
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[4].  Meister and Biermann, using similar 

methods, detailed the use of a worm that was 

created to test the users‟ ability to detect phishing 

attempts in their research [17].  Nagy and Pecho 

tested Facebook users‟ ability to detect and 

measure phishing attacks by attempting to friend 

as many unknown people as possible [19]. 

The study in [4] highlighted 12 different metrics 

as effective in measuring the success of 

awareness activities, all of which are incident 

statistics driven. The most popular overall is the 

measure of internal protection, where policy 

breaches from audit report are being used as a 

measure.  This is followed by the effectiveness 

and efficiency measure, where experience of the 

respondents on security incidents count a lot.  

The common metrics include the quantity of 

incidents resulted from human unsecured deeds 

which are the root cause of most terrible 

incidents. Surveys and questionnaires are 

adjudged to be the most popular measurement 

instrument as evident by the large number of 

studies that used them.  However, Bulgurcu, 

Cavusoglu and Benbasat in [5] are the only 

authors who use author observation as part of the 

measurement.  They combined surveys, 

interviews, case studies and observations to form 

their analysis [30]. 

While considering a non-incident statistic 

approach to measure awareness on SNs, [21] in 

his doctoral research work, identified several 

applications and utility software presently 

available to crackSN‟s password file, but with a 

limitation to only the files that are hashed with 

less complex system such as MD5.  These 

password crackers include but are not limited to 

Facebook Password Sniffer, John the Ripper, 

Password Decryptor, Google Password 

Decryptor, Password Security cracker, Password 

Fox, Sniffer, OperalPassView, Access Pass 

View, Web PassView, and AsterWin IE. This 

limitation calls for the need for a stronger 

password cracker to crack SN password shashed 

with a more complex function. 

3. INITIAL THEORETICAL FRAMEWORK 

Sekaran and Bougie define a theoretical 

framework as the foundation on which a study is 

based.  They argue that “the relationship between 

the literature review and the theoretical 

framework is that the former provides a solid 

foundation for developing the latter” [25].  They 

finally recommend that a theoretical framework 

should have the following three basic features: 

a) Definition of variables considered relevant to 

the study. 

b) A conceptual model that describes the 

relationships between the variables. 

c) A clear explanation why these relationships 

are expected to exist. 

Therefore, this study relates these features to the 

following sections: 

3.1 Relevant variables to this study 

ENISA in [8] recommends that an information 

security programme of any organisations 

(including SNs) cannot be improved upon if the 

effectiveness of their implemented awareness 

techniques is not adequately measured.  Since the 

subject being studied is the measurement of 

awareness techniques using an approach that is 

not based on incident statistics, this paper 

focuses on awareness measurement as a global 

theme.  This global theme is a dependent variable 

since the measurement of awareness is dependent 

on so many factors, some of which are 

independent variables for this study. 

The independent variables considered relevant to 

this study include: privacy risks, security threats, 

security techniques, measurement 

techniques/approaches, problems in measurement, 

what to measure, how to measure, and awareness 

benchmarking and metrics.  This is because while 

the global theme (awareness measurement) is 

dependent on independent variables in this study, 

these independent variables do not depend on any 

factor. 

3.2 The conceptual model relating the 

variables 

The conceptual model that relates both the 

dependent and independent variables, which 

influence awareness measurement in this study, 

is provided in figure 1.
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Figure 1:  Initial framework for measuring awareness (own compilation) 

 

3.3 Claims for the existence of the expected 

relationship. 

The past related works recognise privacy risks 

and security threats, comprising cyber-attacks 

and users‟ identity theft, as factors to be curtailed 

by the privacy approach when raising awareness 

[21].  Security techniques as well as available 

measurement approaches are also identified as 

potential factors influencing awareness 

measurement, and are therefore considered as 

independent variables in this study. 

Similarly, literature findings in [21] point to the 

possible influence of what to measure, how to 

measure, awareness benchmarking and metrics, 

determinant factors, and problems in measuring 

the effectiveness of awareness efforts.  These 

factors are the themes or relevant variables 

highlighted in section 3.1. 

4. THE REFERENT THEORIES 

The referent theories for this study are the 

Markus‟s three theories as presented by Myers 

and Avisonin [18], namely: system-determined, 

interaction-determined and people-determined.  

This research on measuring awareness efforts in 

SNis based on the concepts from dissimilar 

models applied to the field of information 

security and human behaviour, namely: activity 

theory (AT), knowledge, attitude and behaviour 

(KAB). 

Hashim and Jones employed AT to investigate 

students‟ response to information security on 

their learning system and suggest that AT theory 

is applicable to human beings and their 

technological environment [10].  Similarly, the 

users‟ KAB must be in line with the security 

requirement for the SN to be adequately secured 

[16].  However, since the required changes in 

security behaviour on SN may not be easily 

attained using the KAB model alone [21], the 

combination of both the AT theory and KAB 

model is used to guide this study.  Figure 2 

illustrates the AT model as applicable to this 

study. 
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Figure 2:  Activity theory for this study 

 

Relating the AT model to this study, the subjects 

are „SN users‟ who are affected by the technical 

security on the network and are also expected to 

radiate secured behaviour and attitude.  The 

object is the „awareness measurement‟, which is 

the activity under study, and the tool or 

instrument is the „password cracking‟, which is 

the approach that is not based on incident 

statistics, developed to proactively measure the 

awareness efforts in SNs.  The community is the 

„SN‟s owner‟ who implemented rules („technical 

controls‟, „privacy policy‟, „awareness‟, etc.), 

while the division of labour refers to the 

„employees‟ of the SN who are saddled with 

segregation of duties foreffective internal 

security on the SN. 

 

5. METHODOLOGY 

In this study, quantitative research strategy is 

deployed where data-gathering (Figure 3) 

primarily focuses on collection of existing data 

already gathered by sOcialistOnline, a Social 

Network newly developed by Okesola in [21].  

These existing data are relevant data from 

management information systems such as users‟ 

personal and confidential data including 

photographs and password files. 

To ensure data collected from the study is treated 

as private and confidential, and to comply with 

the ethics policy on research, the crackeris 

designed to display only the security information

 

 

 

 

 

Figure 3: Data Gathering 

 

about passwords without actually showing the 

password itself (see figure 4). 

5.1 Developing the cracker 

This newly developed cracker, which is anutility 

software, can also crack and display security 

information of the passwords (and not the 

password itself) stored on Microsoft Outlook, 

Mozilla Firefox, and Internet Explorer and 

displays password security information such as 

password strength.  This information shall be 

used to determine the strength of passwords used 

by the users of sOcialistOnline, without 

necessarily seeing the passwords themselves.  
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Some of the features of the cracker are described 

as follows. 

1. System requirements/security:  This 

cracker is restricted to work only on Window 

2000 version and up to Window 7, which are 

operating systems whose security settings are 

considered effective.  Although hashed with 

MD5 system which is currently regarded as 

indecipherable, the newly developed cracker 

is stored and run offline from an external 

disk to wall it off from possible exploitations 

by a desperate hacker. 

2. Applications supported:  This cracker was 

incidentally tested and found suitable to 

crack the passwords of Internet Explorer 7.0 

- 9.0, Internet Explorer 4.0 - 6.0, and 

Microsoft Outlook as well. 

3. Known limitations:  Only two limitations 

were noticed:  (1) once protected by a master 

password, this cracker cannot crack Firefox 

passwords; and (2) Windows passwords can 

only be uncovered if the cracker is run with 

administrator‟s privileges. 

4. Columns description:  The cracker output 

has eight columns namely: user name, 

uppercase, lowercase, numeric, special, 

password length, repeating, and password 

strength.  The columns are displayed in 

figure 4 and described as follows: 

 

Figure 4:  The screen-print of the password cracker 

User name: The user name or UserID of the 

particular password item. 

Uppercase: The total number of characters with 

uppercase (A - Z) in a password. 

Lowercase: The total number of characters with 

lowercase (a - z) in a password. 

Numeric: The total number of numerals (0 - 9) in 

a password.  

Special: The total number of characters that are 

non-alphanumeric in a password. 

Password Length: The total number of letters or 

characters in a password. 

Repeating: The total number of characters 

repeated in the password.  For instance, if the 

password is cnbnckc, the repeating value will 

be two since only c and n characters appear 

more than once. 

Password strength: This may be calculated 

based on the total number of parameters 

including the character type, the presence 

and the total number of characters and 

repeating characters used in the passwords.  
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Each value appearing in this column denotes 

the strength of the password as classified in 

table 1. 

5.2 Password classification 

For this research exercise, a password is 

 

 classified as either good or bad.  Going by table 

1 therefore, a password combination is said to be: 

 Bad and guessable if its character 

combination is weak or very weak; and 

 Good if its character combination is medium, 

strong, or very strong. 

 

Table 1: Password Classification 

Security classes Sub-classes Class Interval Character composition 

BAD 

 

Very weak 1 – 5 Less than 8 characters length, only alphabets or 

numbers. 

Weak 6 – 15 Only alphabets or numbers but longer than 7 

characters. 

GOOD 

 

Medium 16 – 29 Alphabets (lowercase or uppercase) plus 

numbers and longer than 7 characters. 

Strong 30 – 49 Uppercase, lowercase plus numbers and longer 

than 7 characters. 

 Very strong 50 – 9999 Uppercase, lowercase, numbers, plus special 

characters (#, $) and longer than 7 characters. 

 

Following this classification, data related to the 

demographic details were captured and analysed 

to generate a survey report.  These data include 

Group, age, gender, tribe, country, 

qualifications, profession, and technological 

advancement based on the user level of 

computer literacy and proficiency. 

5.3 Performing the cracking 

The encrypted sOcialist Online password file 

was decrypted and downloaded into a flat file.  

Personal data of all the users on the SN were 

captured but bearing in mind that most people 

who join will not remain active for privacy, 

social, and other factors [21], the file was 

automatically reviewed to eliminate the non-

active users.  The crackerstatistically analyses 

the compositions of the active passwords to 

determine their strengths and weaknesses as very 

weak, weak, medium, strong, or very strong. 

6. FINDINGS AND DISCUSSION 

The result from the password cracking is 

summarised in table 2, where the numbers of 

good and bad passwords are almost at ratio 5:1 

with bad password taking less than 20% of the 

total population size.  As indicated in table 2 and 

figure 6, only 364 passwords (representing 19%) 

of the population size of 1,903 are bad 

passwords.
 

Table 2:  Output from the Password Scanner 

Password 

Classes 

Good Bad Population 

Size 

Very Weak  135 135 

Weak  229 229 

Medium 384  384 

Strong 397  397 

Very strong 858  758 

TOTAL 1,639 364 1,903 
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Figure 6:  Good vs. bad password combinations (own compilation) 

This is an improved result on Samuel and 

Samson findings in [24], where the relationship 

between good and bad passwords was almost at 

par.  The success recorded in this study (where 

percentage of good password combination is far 

higher than bad password combination) could be 

traced directly to various adequate and effective 

awareness techniques specifically implemented 

on sOcialistOnline.  These include Explicit 

Privacy Policy, Privacy Awareness and 

Customisation, Data Minimisation, Privacy Lens, 

Password Monitoring and Standardisation [21]. 

 

6.1.  A proactive measurement approach 

The major achievement here, which remains the 

main focus of this research, is that the 

effectiveness of awareness efforts implemented 

on the SN was successfully measured using a 

technique that is not incident statistics driven.  

Hence, the guessable password combinations 

could easily be discovered before the occurrence 

of an event or success of an attack. 

This is an improvement on some past related 

works of Briggs [4],Carnegie Mellon University 

[26], and CISO - a large finance service German 

organisation [29], where awareness simpacts 

were evaluated on the basis of post-mortem 

metrics.  Although the statistics generated from 

these incident-statistics approaches are always of 

great interest to senior management, the 

techniques may still not be most effective 

because it cannot give a true reflection of 

awareness[4]. 

 

6.2.  Theoretical contributions 

The theoretical contribution of this research is 

the adaption of the underlying and replicating 

theories to study the security awareness 

measurement on SN as follows: 

6.2.1 Adapting assumptions of underlying 

theories 

This author specified the main referent theories 

on which the study is based and identifies other 

unrelated models but practically similar to this 

study.  The assumptions underlying systems 

security and system utilization are adapted from 

these referent theories of system and people‟s 

resistance to study the impacts of awareness on 

SN.  The facts in the „real world‟ are the themes 

of this study, which are those variables 

influencing the measurement of awareness 

efforts in SNs and are grouped into seven 

categories for the purpose of this study 

6.2.2 Replicating theories from other 

domains 

Theories from other domains, including human 

behaviour and psychology are replicated in this 

study and applied to the field of awareness 

measurement. This work replicates the general 

concepts adopted in models such as AT, KAB 

and system-determined and people-determined 

theories, which are technologically applicable 

and widely accepted. 

 

1539 

364 

Good

Bad
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7. CONCLUSION AND RECOMMENDATION 

The goal of password cracking in this study is to 

provide a useful direct quantitative measure of 

the attitude and behaviour of SN users.  

Following the successful cracking of users‟ 

password files, the proposed solution in this 

study analyses the strength of individual 

passwords, using an automated statistical 

approach.  The number of users using easily 

guessable passwords is a key indicator of 

effective awareness [8]. 

People generally do not see legitimate reasons 

behind the creation of password cracker.  

However, the problem is actually not the 

existence of password crackers, but their frequent 

illegal use by fraudulent people for bad goals and 

objectives.  When employed for good intentions, 

password crackers canoffer a valuable service to 

system and data administrators by alerting them 

of system or users‟ weak passwords [27].  The 

stronger password cracker developed in this 

research is thereby recommended for use to 

measure the effectiveness of awareness efforts on 

the SNs, as it is capable of cracking SN 

passwords that is hashed with a more complex 

system than MD5. 
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ABSTRACT 

A big challenge facing Social Networks (SNs) and other organisations has been what to measure 
when determining the adequacy and effectiveness of awareness programmes.  This study defines 
security dimension as Knowledge, Attitude and Behaviour, and identifies them as the main 
influencing factors to consider in awareness measurement.  Web quiz was developed for data 
gathering and risk scores were calculated to validate the research findings by investigating the 
impacts of these factors on awareness in SNs. 
 

Keywords:  Information security awareness, non-incident statistics, password cracker, risk score, 

social networks. 

1.0 INTRODUCTION 

Information Security Awareness (awareness) 

programme may be successfully 

implemented and even carry top 

management supports, yet organisations 

cannot be too sure that every stakeholder 

understands his security roles and 

responsibilities [17].  While it is difficult and 

may be deceitful to assume the success of 

any security effort, it is pleasing and more 

assuring to measure the status of awareness 

programmes on the Social Network Sites 

(SNs).  Hence, a more structured approach is 

required to study the effects of awareness 

techniques on the SNs in order to ascertain 

its contribution to the field of security [7]. 

 

Authors and managers are often confronted 

with two distinctive challenges when it 

comes to developing a measuring tool and 

subsequently, performing the measurement.  

These challenges have to do with what to 

measure and how to measure [7], and have 

been found to be promoted by certain 

requirements such as sustainability, the use 

of scientific methods, ease of use, and 

compliance to organisation’s requirements.  

Okesola in [14] used the combination of 

quantitative and qualitative methods to 

measure awareness efforts using a non-

incident statistics approach.  He concludes 

that technical controls may be used to 

measure the effectiveness of awareness 

efforts in SNs only that the findings must be 

validated to eliminate the possibility of 

influencing factors on the final results. 

 

According to [14], the influencing factors are 

regarded as the three security dimensions 

and include knowledge (that focuses on what 

a user knows); attitude (which focuses on a 

user’s mind-set); and behaviour (which 
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focuses on what a user does).  Hence most 

awareness solutions are built around the 

Knowledge, Attitude and Behaviour (KAB) 

model which are principally centred on 

human knowledge.  The model postulates 

that knowledge accumulation in a particular 

behaviour (information security, health, 

environment, education, etc.) instigates a 

change in attitude.  It principally 

substantiates the influence of knowledge 

over people’s behaviour and knowledge 

acquisition, which in turn enforces changes 

in attitude and behaviour. Therefore, for SNs 

managers to be sure their awareness effort is 

effective, the impacts on these three elements 

on its research findings have to be 

adequately measured [14]. 

 

What to measure is crucial but in practice, it 

is somehow tricky to identify the right 

metrics [5].  Security measurement is all 

about common sense; managers must know 

what to measure, arrange them in a 

meaningful and manageable order, and come 

up with a repeatable formula to disclose the 

security status and how this status changes 

over time [9]. 

 

Generally speaking, when classifying what 

to measure, the three dimensions of KAB 

model – knowledge, attitude, and behaviour 

should be absolutely considered [18].  Figure 

1 presents a funnel of these KAB 

dimensions.  As applied in the Venn 

diagram, SN will be better secured when the 

KAB of users are tailored towards the 

security requirements and objectives [8]. 

 

Figure 1:  Dimensions of awareness 

Knowledge – It is important because a user 

cannot carry that intention into action 

without the adequate knowledge and 

understanding, even if he/she believes 

security is important. 

Attitudes - Unless users have a strong 

believe in security, they are not going to 

work securely regardless of their knowledge 

and understanding of security requirements 

[8].  Attitude is therefore a dimension that 

signifies an employee’s disposition to act. 

Behaviour – Regardless of his knowledge, 

an individual is not going to impact security 

unless he/she exhibits some secured 

behaviours [14].Coming from the users’ end 

therefore, security awareness is a combined 

function of knowledge, attitudes, and 

behaviours.  Awareness solutions are 

typically built around KAB model which 

centred on human knowledge [7].  That is, 

the knowledge accumulation in a particular 

behaviour (information security, health, 

environment, education, etc.) instigates a 

change in attitude.  The model principally 

substantiates the influence of knowledge 

over peoples’ behaviour and knowledge 

acquisition, which in turn enforces changes 

in attitude and behaviour [6]. 
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2.0 RELATED WORK 

Some researchers have been focusing on 

what users believe and do about security in 

the real world. At the same time other 

researchers have been looking at security in 

the organisational context, keeping in mind 

requirements of the organisation and user 

participation to support compliance [18].  

Kruger and Kearney in [7] give an example 

on developing a model for measuring 

information security awareness. This model 

was applied in an international gold mining 

company, with the goal to monitor changes 

in security behaviour.  As a result security 

awareness campaigns are reviewed whenever 

there is a need. 

Other related studies such as [10] and [12] 

have also confirmed that knowledge can 

shed light onto a change process if 

incorporated into a conceptual framework.  

However, a change in user’s behaviour is not 

necessarily limited to a rise in knowledge, as 

behavioural change is a function of multiple 

variables [6].  Hence the required attitudinal 

and behavioural changes may not be easily 

attained or sustained by the use of KAB 

model alone.  A prototype model was 

invented by Kruger and Kearney to measure 

awareness effectiveness in an international 

gold mining company based on knowledge, 

attitude and behaviour [7].  However, their 

work failed to study the basic theory behind 

the model.  Furthermore, Albrechsten and 

Hovden identified an information security 

related discussion as a tool effective enough 

to raise users’ awareness, although their 

study approach is comparatively adjudged to 

be ineffective [1]. 

Similarly, Wolf in [19] reported that there 

were some unconventional methods used to 

study and measure awareness in SN’s users.  

One of the notable methods [3] was 

employed by Dodge, Carver and Ferguson, 

who used phishing e-mails to detect users 

that clicked on potentially malicious links in 

e-mails. Briggs in[2] made another attempts 

by describing how software was 

implemented to examine network traffic for 

Personally Identifiable Information (PII) that 

was being transmitted unencrypted over a 

campus network.  Using similar methods, 

Meister and Biermanndetailed the use of a 

worm that was created to test the users’ 

ability to detect phishing attempts in their 

research [11].  Nagy and Pecho[13] tested 

Facebook users’ ability to detect and 

measure phishing attacks by attempting to 

befriend as many unknown people as 

possible.  However, all these methods are 

adjudged to be incident statistics, since the 

measurement of their effectiveness is based 

on the occurrence of an event or success of 

an attack. 

Okesola in [14] eventually introduced a 

proactive approach of measuring awareness 

efforts in SNs.  He designed a secured SN– 

sOcialistOnline - and implemented a 

password cracker to determine the impact of 

various awareness techniques on SN before 

the occurrence of an event or success of an 

attack.  The study established that awareness 

efforts have absolute control on user 

knowledge but not necessarily on the control 

metrics (habit, attitude, intention, and 

behaviour).  Therefore, since control metrics 

are deterrents to awareness efforts, [14] 

admitted that future work is required in this 

area to put the metrics under controls. 

 

3.0 METHODOLOGY 

An in-depth literature study could not 

produce any questionnaire suitable to capture 

awareness contents of SN’s users that 

include normative beliefs and habit.  Surveys 

such as [4], [10], and [16] have been done on 

awareness but these questionnaires did not 

offer the information and data needed to 

explore relationship between users’ 

Knowledge, Attitude, Behaviour (KAB) and 

awareness.  Surveys from security awareness 

metrics were found useful to some extent; in 

particular that of Mitchamzin [12].  

However, none of these research works 

covers the scope of this study and only 

individual questions could be recycled. 
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3.1 Developing the Web Quiz 
The author consulted related literature and 

regarding human behaviour towards the use 

of SNs to compile a questionnaire, which 

was transposed to a web quiz for this study.  

Data related to the measurement dimension 

of awareness and some other following 

facets were captured and analysed: 

 Knowledge: Password handling, virus 

prevention and controls based on the 

users’ basic understanding of security 

perspectives as related to awareness. 

 Attitude: SNs’ settings and self-hiding 

of profile data are important security 

issues on SNs, which a user may or may 

not believe in.  It is purely based on the 

user’s belief about information security 

safety and privacy on the SN and the 

priority a user gives to security type 

(economic, reputation or physical). 

 Behaviour:  How the user protects his 

sign-on, safeguards information, controls 

and sets his privacy, reads and 

understands the SN’s policy before 

signing on.  It may also encompass users’ 

reaction to general e-mail and internet 

issues with respect to awareness.  These 

are user styles of living or work which is 

insecure upon his adequate knowledge of 

awareness 

 

3.2 Conducting the Survey 

The quiz template was administered to 

participants with guessable password 

combinations, requesting for their responses.  

Given that the survey can be conducted with 

the administration of either the questionnaire 

or interview, the author chooses to apply the 

four principles of contextual interviewing to 

guide the quiz administration process.  These 

principles include context, interpretation, 

partnership, and focus [15].  In this study, all 

the participants were exposed to the same set 

of questions.  Through a covering memo 

popping out at the first page of the quiz 

template, all participants were informed that 

the exercise is optional and that its objective 

was to ascertain that their insecure behaviour 

on the SN is not attributed to inadequate 

awareness efforts.  The information gathered 

at this phase was analysed further to form an 

opinion. 
 

3.3 Measuring KAB 

The survey is designed to measure KAB, 

which are the three dimensions of awareness.  

This section surveys user’s privacy priority, 

password security management, confidence 

in existing SN’s settings, compliance to SN’s 

policy, users’ habits and behaviour. 

Questions 1 to 15 representing 75% of the 

questionnaire address KAB while only 25% 

is on intention and some other factors.  The 

survey tests the knowledge, attitude and 

behaviour of SN’s users towards security 

related questions and situations. 

Optional answers to some of these multiple 

questions denote strong awareness and good 

practices while others signify insecure 

attitudes and behaviour of higher-risk 

activities. On this basis therefore, 

risk/significant value is assigned to each 

question’s response, ranking from 1 to 4 with 

“one” being the lowest and “four” being the 

highest risk/significant level.  When 

collected and properly analysed, the result of 

the significant level was used to determine 

the influence of each of the KAB elements 

on awareness following the following steps: 

 

1. Multiply respond risk value (1-4) of each of the 20 questions by the number of 

participants that answer it.  That is, 
{Response risk value}X   {no of times chosen}   =>  Response Total ………...equation 1 

2. Sum-up the Response Total (RT) for each of the questions to obtain the Cumulative 

Response Total (CRT) value. 

∑    
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3. Use the number of time chosen (NTC) to divide the survey cumulative response total 

(CRT) to obtain the SN’s Risk Score (RS) for each question. 
   

   
                                        

(Risk score is the probability of a user compromising the system, and it is used in this 

study to determine the validity of the research findings). 

4. Sum the risk score per subject area to obtain the cumulative risk score (CRS) for each of 

the KAB dimension and intension. 

∑    

 

   

                                         

5. Using the calculated cumulative risk score (CRS), cross-check the Risk Levels in Table 1 

to determine the SN’s general risk rating. 

Table 1: The Potential Risk Level 

Risk 

Levels 

Range Description 

Low 1 – 5 SNs’ users are fully aware of security policies and procedures, the 

potential risks and possible consequences of a threat.  They have all the 

training and exposure required to mitigate an attack. 

Elevated 6 – 8 Users have a good understanding of awareness with adequate exposure 

but they may choose not to comply with good security policies, 

principles and controls. 

Moderate 9 – 12 Users are aware of security threats and potential attacks but they have a 

knowledge gap in identifying or reporting security events and therefore 

require training and exposure. 

Significant 13 – 16 Users understand security policies and standards but they do not believe 

they are truly accountable for their security performance.  They assume 

security lies on technology and the management of the SN. 

High 17 – 20 Users are not interested in controls and security for reasons only known 

to them.  They exhibit risky behaviour that can be easily exploited, 

thereby making the SN more vulnerable to various attacks.  

Since each risk level contains five questions with a minimum score of one and maximum 

score of four, then 

Minimum Risk Score  =  (5 x 1)  =  5;  andMaximum Risk Score  =  (5 x 4)=20. 

 

4.0 RESULTS AND EVALUATION 

4.1 The sample size 

Out of the total population of 2,436 users on 

sOcialistOnline as at July 8, 2013, only 

2,015 thousand users were active 

representing ratio 1:5 against inactive 

participants.   In other to obtain a more 

reliable result and to abide by government 

regulations regarding children completing 

questionnaire, the survey was restricted to 

only the teenagers and matured participants; 

in which case, 112 users below the age of 13 

years were further eliminated from the active 

sample size.  The study therefore has a final 

population size of 1,903 active participants 

(adults and teenagers), 66% male and 34% 

female.  Mostly students from Nigeria and 

few other African countries, the participant 

ages lie between 13 years and 53 years, with 

an average age of 22 years.  These 

population distributions of the SN’s users are 

as represented by the pie charts in figure 2. 
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a.) Active Vs. Inactive.      b.)  Adult Vs. Infants.       c.)  Male Vs. female. 

 

Figure 2: SNS’s Users Population Distribution Ratios 

 

5.0 THE FINDINGS 

Table 2 depicts the results from the survey conducted on SN users with guessable passwords 

based on the questionnaire/quiz presented to them.  The population size of this class of bad 

passwords is 364.  However, since this exercise was voluntary and no incentive was provided 

to the participants, 52 participants declined to respond to the quiz thereby bringing the class 

size to 312.  This quiz consists of only 20 questions, 5 each from knowledge, attitude, 

behaviour, and users’ needs and objectives.  The column description for the result is as 

presented on the table below. 

Table 2: Results from the questionnaire 

 Question’s 

Nos. 

No of time 

Chosen (312) 

Cumulative 

Response Total 

Risk Score 

Knowledge  

1 312 404 1.29 

2 295 313 1.06 

3 302 442 1.46 

4 245 295 1.20 

5 278 287 1.03 

CRS (K)   6.04 

Attitude  

6 285 1,049 3.68 

7 312 897 2.88 

8 291 952 3.27 

9 278 992 3.57 

10 287 778 2.71 

CRS (A)   16.11 

Behaviour  

11 248 384 1.55 

12 312 1,120 3.59 

13 289 853 2.95 

14 307 850 2.77 

15 311 1,145 3.68 

CRS (B)   14.54 

 

 First column: the description of what a 

particular question is all about. 

 Second column: the serial number of the 

quiz questions specifically meant to 

identify the question. 

Active Inactive Adult Infant Male Female
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 Third column: the total number of time 

each of the questions was answered by 

the respondents.  It is surprising to note 

that only 2 questions 1 and 12 were fully 

attended to by all the 312 participants; 

the rest are far below 312 with question 4 

being the least patronage 

 Fourth column: this is the column that 

warehouses the summation of response 

total for each of the questions.  The 

computation of both Response Total 

(RT) and Cumulative Response Total 

(CRT) are done with equation 1 and 2 

respectively. 

 Fifth column: this is the column for total 

Risk Score per survey question.  The RS 

is computed using equation 3 and the 

summation of the total Risk Score (RS) 

per survey question gives the total 

calculated cumulated Risk Score (CRS) 

for each security dimension.  This is 

denoted as CRS(K), CRS(A), CRS(B) 

and CRS(I) for Knowledge, Attitude, 

Behaviour and Intention respectively, 

and are compared with Risk Levels on 

table 1 to measure the general risk rating 

of the SN. 

Relating the computed CRS in Table 2 to the 

ranges of potential risk levels on the SN, it is 

interesting to note that knowledge is the only 

security dimension that does not pose a 

serious security issue.  Knowledge with 

CRS(K) = 6.04 presents low/elevated risks to 

the SN, implying that users generally have a 

good understanding of awareness with 

adequate exposure, which is as a result of 

various awareness techniques implemented 

on the SN – sOcialilstOnline.  Therefore, 

since CRS(K) < 9 (Table 1 & Table 2),users’ 

knowledgewhich isa security dimension,is 

directly influenced by awareness impact in 

SN. 

Similarly on Table 2, CRS(K)> 12 and 

CRS(B) > 12, each of which is high and 

significant enough to pose a serious security 

threat on any Social Network.  Despite the 

adequate awareness techniques implemented 

on sOcialistOnline, which boosted users’ 

knowledge as evidenced by CRS(K) < 9, 

users’ insecure attitude and behaviour make 

the efforts ineffective.  Some users in this 

category still do not believe that security lies 

on the users but on technology and the 

management of the SNs.  Other users have 

faith in security and controls but they are just 

not interested for reasons yet to be 

understood.  They exhibit risky behaviour 

that can be easily exploited thereby making 

the SN more vulnerable to various attacks. 

This situation can be likened to a case of a 

medical doctor that still smokes cigarettes 

despite his better understanding and beliefs 

in safe practice and healthy diet.  Obviously, 

a medical doctor must have been well trained 

and exposed, thereby fully aware of medical 

implications of smoking before being 

conferred a medical degree.  A lack of 

adequate awareness (knowledge) is therefore 

not an issue in this case but habit, beliefs, 

and style of living. 

6.0 CONCLUSION AND 

RECOMMENDATION 

Results obtained have proven that awareness 

efforts have direct influence only on 

Knowledge and not necessarily on attitude 

and behaviour. It then follows that, 

knowledge can measure only the adequacy 

(and not the effectiveness) of awareness 

efforts.  Training for instance, can influence 

only the users’ knowledge towards 

awareness and no more because other factors 

(attitude and behaviour) are habitual, and 

may remain perpetual regardless of the 

training efforts [20].  Hence, users with 

unpleasant attitude, insecure behaviour and 

evil intention will disregard their security 

knowledge and expose the SNs to various 

threats and vulnerabilities. Therefore, 

whether or not the implemented awareness 

effort is strong and adequate, users’ attitude 

and behaviour may still render them useless. 

Hence, knowledge can only measure the 

adequacy (and not the impacts) of the 

awareness since awareness can only 

influence users’ knowledge. 
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ABSTRACT 
The process of developing a new system in a Digital Government is a kind of planned transformational 

change. The digital government projects management ensures the application of information 

technology knowledge, skills, tools, and techniques to achieve specific targets within specified budget 

and time constraints. This paper unveils the level of risks inherent in digital government projects and 

proffers solutions to them. As a consequence of these inherent risks in digital project implementation, 

there are very high failure rates among digital government applications and government process 

reengineering projects. Projects related to mergers and acquisitions have similar failure rate. Critical 

Success Factors (CSFs) and Enterprise analysis methodologies were employed to reduce the inherent 

risks. These effective management and technical support are required for the success of large-scale 

government projects. All digital government projects supported with these methodologies are 

completed on time, on budget, and with all features and functions originally specified. 

 
Keywords: Digital Government, System Development, Project Management, Project Risk, Gantt and 

PERT charts. 
 

1. INTRODUCTION 

Project Management is a carefully planned 

and organized effort to accomplish a specific 

(and usually) one-time objective, for 

example, construct a building or implement 

a major new computer system. Project 

management includes developing a project 

plan, which includes defining and 

confirming the project goals and objectives, 

identifying tasks and how goals will be 

achieved, quantifying the resources needed, 

and determining budgets and timelines for 

completion. It also includes managing the 

implementation of the project plan, along 

with operating regular 'controls' to ensure 

that there is accurate and objective 

information on 'performance' relative to the 

plan, and the mechanisms to implement 

recovery actions where necessary. Projects 

usually follow major phases or stages (with 

various titles for these), including feasibility, 

definition, project planning, implementation, 

evaluation and support/maintenance. 

Program planning is usually of a broader 

scope than project planning. 

David and Roland (2006), defined Project 

management as the discipline of planning, 

organizing and managing resources to bring 

about the successful completion of specific 

project goals and objectives. According to 

Dennis (2007), Project management in the 

modern sense began in the early 1960s, 

although it has its roots much further back in 

the latter years of the 19th century. The need 

for project management was driven by 

governments of advanced countries that 

realized the benefits of organizing work 

around projects and the critical need to 

communicate and co-ordinate work across 

departments and professions. One of the first 

major uses of project management as we 

know it today was to manage the United 

States space programme. The government, 

military and corporate world have now 

adopted this practice. Several related project 

can be managed together, often with the 

intention of improving an organization's or a 

nation’s workforce performance. In practice 

and in its aims, project management is often 

closely related to Information Systems 
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engineering (Laudon & Laudon, 2014). 

Information systems are transforming 

governments and governance. Visible results 

of this include the increased use of cell 

phones and wireless telecommunications 

devices, a massive shift toward online news 

and information, booming e-commerce and 

Internet advertising, and new federal 

security and accounting laws that address 

issues raised by the exponential growth of 

digital information. The Internet has also 

drastically reduced the costs of governance 

on a global scale. These changes have led to 

the emergence of the Digital Government 

(DG). The current digital government 

projects have usually been focused on the 

introduction of IT to improve the quality of 

data and to foster horizontal and vertical 

integration of back-office and front-office 

systems. Through this approach, 

governments are seeking efficiency, 

effectiveness, and data quality improvement 

gains, all of them representing a complex 

pool of governmental and technological 

challenges. This phase of digital government 

projects development characterizes most of 

the current strategies in the developing 

countries that lead to increased digital 

projects failure. However, we uphold, like 

other authors that a digital government 

projects front end by itself is not a necessary 

and sufficient mechanism of change. In fact, 

a more reflective and critical use of IT is 

required, meaning that government’s core 

processes and their supporting activities 

should also be considered when developing 

the digital front end. Thus, to foster an 

integrated approach of the problem’s various 

edges, a multidimensional model would be a 

more useful approach. 

 

Project management uses various tools to 

measure accomplishments and track project 

tasks and risks involved. These include 

Work Breakdown Structures (WBS), Gantt 

charts and PERT (Programme Evaluation 

and Review Technique) charts. Projects 

frequently need resources on an ad-hoc basis 

as opposed to civil services that have only 

dedicated full-time positions. Proper Digital 

Project management reduces risks and 

increases the chance of success (Dennis, 

2007). 

1.1Project Management Triangle 

Like any human undertaking, projects need 

to be performed and delivered under certain 

constraints. Chatfield and Timothy (2010) 

stated that traditionally, these constraints 

have been listed as "scope,""schedule," and 

"cost". These are also referred to as the 

"Project Management Triangle," where each 

side represents a constraint as shown in fig 

1. One side of the triangle cannot be 

changed without affecting the others. The 

schedule constraint refers to the amount of 

time available to complete a project. The 

cost constraint refers to the budgeted amount 

available for the project. The scope 

constraint refers to what must be done to 

produce the project's end result. These three 

constraints are often competing constraints: 

increased scope typically means increased 

time and increased cost, a tight schedule 

constraint could mean increased costs and 

reduced scope, and a tight budget could 

mean increased time and reduced scope. 

 

 

 

 

 

Fig 1: Project management triangle. 

Source: Chatfield and Timothy (2010) 

More recently, a further refinement of the 

constraints in the project management 

triangle separates product "quality" or 

"performance" from scope, and turns quality 

into a fourth constraint as shown in figure 2. 

This has given birth to the project 

management diamond, with ―time‖, ―cost‖, 

―scope‖ and quality as the four vertices and 

citizens’ expectations as a central theme. No 

two citizens' expectations are exactly the 

same, so you must ask what their 
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expectations are. This research x-rays the 

discipline and architectural design of Project 

Management in a Digital Government. It 

further proffers solutions, tools and 

techniques that would enable the project 

team (not just the project managers and 

governments) to organize their work to meet 

these constraints.  

 

 

 

Fig 2:  Project management diamond. 

Source: Chatfield and Timothy (2010 

) 

2. RELATED WORKS 

Many projects are being developed and 

various approaches have been proposed for 

the design of architectures to deliver digital 

government services.  Few examples 

include, egov (egov), eu-publi.com 

(eupubli), egovsm (mugellini et al, 2005) 

propose solutions supporting service based 

systems. However, none of these designs 

adopts the Critical Success Factors (CSFs) 

for the representation of concepts and 

actions. 

In the digital government scenario, efforts 

are under way in which CSFs are involved. 

The e-POWER project (Van Engers 2002) 

adopts solutions to model inferences, like 

consistency checking and enforcement in 

legislation. The SmartGov project 

(SmartGov) developed a knowledge-based 

platform for assisting public sector 

employees to generate on-line transaction 

services. Methodology and Tools for 

Building Intelligent Collaboration and 

Transaction Environment in Public 

Administration (ICTE-PAN) proposes a 

methodology for modeling Public 

Administration (PA) operations, and tools to 

transform models into design specifications 

for public portals(ICTE).ICTE-PAN projects 

have been initiated to address the G2G 

(Government to Government) collaboration 

needs of POs (Public Organizations). Such 

projects demonstrated the feasibility of 

CSFs, although no one explored the 

opportunities offered by a Semantic Web 

Service (SWS) infrastructure for the 

interoperability and integration of services. 

The ONTOGOV project (Onto Gov) 

develops a platform that facilitates the 

consistent composition, reconfiguration and 

evolution of services. It relies upon the SWS 

technology, although its focus is rather on 

the service life-cycle than the 

interoperability and integration issues. 

ICTE-PAN developed an innovative 

technology for modeling public 

administration operations and tools for 

transforming these models into design 

specifications for e-Government 

environments automating and simulating 

complex bureaucratic processes. 

Furthermore, meta-tools and peripheral 

software components have been developed 

for implementing the design specifications 

into interactive and intelligent web-enabled 

portal environments that improve user 

access to information and facilitate contacts, 

exchanges and feedback within 

administrations (ICTE).These imperatives 

are not new, but many of the solutions are. 

We can use these modern tools and 

technologies to seize the digital opportunity 

and fundamentally change how the 

Government serves both its internal and 

external customers – building a 21st century 

platform to better serve the citizens.  

 

2.1 Phases of Digital Projects 

A digital project goes through six phases 

during its life: 

a. Project Definition: Defining the goals, 

objectives and critical success factors for 

the project. 

b. Project Initiation: Everything that is 

needed to set-up the project before work 

can start. 

c. Project Planning: Detailed plans of how 

the work will be carried out including 

time, cost and resource estimates. 
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d. Project Execution: Doing the work to 

deliver the product, service or desired 

outcome. 

e. Project Monitoring and Control: Ensuring 

that a project stays on track and taking 

corrective action to ensure it does. 

f. Project Closure: Formal acceptance of the 

deliverables and disbanding of all the 

elements that were required to run the 

project (Laudon & Laudon, 2014). 

The role of the Digital Government project 

manager is one of great responsibility. It is 

the project manager's job to direct, supervise 

and control the project from beginning to 

end. Project managers should not carryout 

project work, managing the project is 

enough. Here are some of the activities that 

must be undertaken: 

a. The Digital Government project manager 

must define the project, reduce it to a set 

of manageable tasks, obtain appropriate 

resources and build a team to perform the 

work. 

b. The project manager must set the final 

goal for the project and motivate his/her 

team to complete the project on time. 

c. The project manager must inform all 

stakeholders of progress on a regular 

basis. 

d. The project manager must assess and 

monitor risks to the project and mitigate 

them. 

No project ever goes exactly as planned, so 

Digital Government project managers must 

learn to adapt to and manage 

transformational changes (Laudon & 

Laudon, 2014). 

 

A project manager must have a range of 

skills including: 

a. Leadership 

b. People management (citizens, investors, 

contractors, suppliers, functional 

managers and project team) 

c. Effective Communication (verbal and 

written) 

d. Influencing 

e. Negotiation 

f. Conflict Management 

g. Planning 

h. Contract management 

i. Estimating 

j. Problem solving 

k. Creative thinking 

l. Time Management (Dennis, 2007). 

Programme and Project managers bear 

ultimate responsibility for making things 

happen in a Digital Government. 

Traditionally, they have carried out these 

roles as mere implementers. To do their jobs 

they needed to have basic administrative and 

technical competencies. Today they play far 

broader roles. In addition to the traditional 

skills, they need to have business skills, 

citizens relations skills, and political skills. 

Psychologically, they must be results-

oriented self-starters with a high tolerance 

for ambiguity, because little is clear-cut in 

today's tumultuous business and political 

environments. Shortcomings in any of these 

areas can lead to projects failures.  

Many things can go wrong in digital 

government project management. These 

things are often called barriers. Here are 

some possible barriers: 

a. Poor communication 

b. Disagreement 

c. Misunderstandings 

d. Bad weather 

e. Union strikes 

f. Personality conflicts 

g. Poor management 

h. Poorly defined goals and objectives 

3.  DESIGN METHODOLOGY 

There are far more ideas for systems 

projects than there are resources, hence it is 

important to select projects that promise the 

greatest benefit to the Government and 

complement Government's policies and 

strategies.Some projects are feasible, while 
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others may not be feasible for various 

reasons. 

In a developing economy having a Digital 

Government, the management structure for 

information systems projects as shown in fig 

3 helps ensure that the most important 

projects are given priority. 

 

 
Fig 3: DGcontrol of systemsprojects 

Source: Authors’ own conceptualization 

based on (Laudon & Laudon, 2014) 
 

 

Each level of government in the hierarchy is 

responsible for specific aspects of systems 

projects, and this structure helps give 

priority to the most important projects for 

the government. 

An information systems plan helps identify 

projects that will deliver the most strategic 

value. The plan is a road map indicating the 

direction of systems development (the 

purpose of the plan), the rationale, the 

current systems/situation, new developments 

to consider, the government strategy, the 

implementation plan, and the budget. Other 

important components of an information 

systems plan include target dates and 

milestones to help evaluate the plan's future 

progress and government decisions 

regarding infrastructure and 

transformational changes. 

Here we propose two principal 

methodologies for establishing the essential 

information requirements of the Government 

as a wholenamely:  

a. Enterprise analysis(or government 

systems planning): Examines the entire 

government in terms of structural units, 

functions, processes, and data elements to 

identify the key entities and attributes of 

the government’s data. The central 

method used in the enterprise analysis 

approach is to take a large sample of 

government officials and ask them how 

they acquire and use information, what 

their objectives are, how they make 

decisions, and what their data needs are. 

The weakness of enterprise analysis is 

that it produces an enormous amount of 

data that is expensive to collect and 

difficult to analyze. 

 

b.  Critical success factors (or strategic 

analysis): This methodology sees the 

government's success as based on a small 

number of critical success factors (CSFs) 

defined by top government officials like 

Minister of Finance as depicted in fig 4. 

Digital Government information systems 

requirements should be focused on 

providing the information to help meet 

CSF goals. The principal method used in 

CSF analysis is personal interviews with 

three or four top government officials 

identifying their goals and the resulting 

national CSFs. Systems are built to deliver 

on these CSFs. Although this method 

produces less data than enterprise analysis, 

there is no particularly rigorous way in 

which individual CSFs can be aggregated 

into a clear government pattern, and 

difficulty may arise distinguishing 

between individual and national CSFs. 

The CSF approach relies on interviews 

with key government officials to identify 

their CSFs. Individual CSFs are 



Managing Projects in a Digital Government 

B. C. Onyemaobi
 
and V. E. Ejiofor 

 

35 

 

aggregated to develop CSFs for the entire 

government. 

 

Fig 4:Using CSFs to develop projects priorities  

Source: Authors’ own conceptualization 
 

Systems can then be built to deliver on these 

CSFs. 

 

Once the overall direction of national 

development has been defined, portfolio 

analysis(an analysis of potential 

applications within a government to 

determine the risks and benefits, and to 

select among alternatives) can be used to 

evaluate alternative projects. Portfolio 

analysis inventories all of the national 

projects and assets, and identifies risks and 

benefits associated with them. Most 

desirable, of course, are projects with high 

benefit and low risk. 

By using portfolio analysis, ministers can 

determine the optimal mix of investment 

risk and reward for their ministries, 

balancing riskier high-reward projects with 

safer lower-reward ones. Furthermore, 

scoring model which is a quick method of 

deciding among alternative systems based 

on a system of ratings for selected objectives 

should be used. Scoring models give 

alternative projects a single score based on 

the extent to which they meet the selected 

objectives.  

Cost Benefit Analysis (CBA)inDigital 

Projects 

In a way, CBA is the starting point of any 

system analysis. It is the procedure by which 

the worthwhile of a system approach is 

determined, without which there would be 

no effective idea of the costs and 

consequences of the new projects being 

contemplated. 

CBA is done on a project that is already 

underway, there may be pressure to compare 

all costs and benefits from the beginning of 

the project. In that situation, the question to 

be answered is whether or not the benefits of 

proceeding justify the costs associated with 

continuing the project. The classic example 

of this is a situation where large amounts of 

money have been spent designing a system 

that has not been successfully implemented, 

and the project is being re-evaluated. The 

fact that a lot of money has been spent is no 

reason to continue spending. CBAs focus on 

the future and decisions have to be based on 

the expected costs and benefits of the 

proposed alternatives. Past experience is 

relevant only in helping to estimate the 

value of future benefits and costs. 
 

 

When Is A CBA Required? 

A CBA is always required before a decision 

is made to initiate, modify or continue a 

project; the only issue is the level of detail 

required for the analysis. The process 

described here is appropriate for a very 

large, complex, and costly digital project. 

Scaled down versions of the CBA would be 

appropriate for smaller, less costly projects; 

and the government should provide 

guidelines to determine the amount of 

scaling that would be appropriate for digital 

projects based on their size, cost, and 

complexity. 
 

TheCBA is a key input for the investment 

review that should take place before a new 

project proceeds to the acquisition or 

development phase. 
 

The Cost-Benefit Analysis may have to be 

updated several times during the life cycle 
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of a system. The first cut at a CBA may be 

quite brief, and can be used to get concept 

approval to proceed with a detailed CBA. 

After the detailed CBA has been completed, 

the development and implementation plans 

may call for a prototype system or a pilot 

phase to test the costs and benefits on a 

limited scale before the full system is 

implemented for allusers. If that occurs, a 

third version of the CBA would reflect 

revised costs and benefits, and would be 

used to decide whether or not to proceed 

with full implementation of the project. The 

post-implementation review of a project 

may also require an updated CBA to 

determine if the expected benefits are being 

achieved, and to decide if the operation 

should continue as implemented, or if the 

project should be modified to achieve 

benefits for the nation to justify continued 

operation. 
 

Who Should Do The CBA? 

One person should be responsible for 

ensuring that a CBA is done. However, that 

person will need to assemble a team with 

expertise in IT systems development and 

operation, budget, finance, statistics, 

procurement, IT architecture and the work 

process being analyzed. A teambrings 

different perspectives to the analysis and the 

process of estimating costs and benefits, and 

should ensure more realistic estimates than 

those of just one person. Additionally, one 

person rarely has expertise in all of the areas 

required for a CBA and the knowledge of 

the work process that is being automated. 

 

4. MANAGING PROJECT RISK IN 

DIGITAL GOVERNMENTS  

Risk Management (RM) is the process of 

assessing risk, taking steps to reduce risk to 

an acceptable level and maintaining that 

level of risk. It also refers to the process of 

accepting, transferring, or mitigating risk 

(Laudon & Laudon, 2014). 

The level of risk inherent in a DG systems 

project is influenced by three main 

dimensions:  

a. Project size: The larger or more 

complex the project, the greater the risk. 

There are few reliable techniques for 

estimating the time and cost to develop 

large-scale information systems. 

b. Project structure: Highly structured 

projects carry lower risk than those with 

relatively undefined, fluid, and constantly 

changing requirements; with outputs that 

cannot be fixed easily because they are 

subject to citizens' changing ideas; or 

with populace who cannot agree on what 

they want. 

 

c. Experience with technology: The 

project risk rises if the project team and 

the system project staff lack the required 

technical expertise.  

System implementation generally benefits 

from high levels of citizens involvement and 

government support. High levels of 

populace involvement create opportunities 

for a system better reflecting national needs, 

as well as positive reactions to the system by 

citizens. An important consideration is the 

discrepancy between the technical 

orientation of system designers and the 

political orientation of end-users-a 

phenomenon known as the user-designer 

communications gap. 

Various project management, requirements 

gathering, and planning methodologies have 

been developed for specific categories of 

implementation problems (Laudon & 

Laudon, 2014). 

a. Internal integration tools: Projects 

using a complex new technology are 

riskier and require internal integration 

tools to ensure that the implementation 

team is a cohesive unit. 

b. Formal planning and control tools: 

Tools for documenting and monitoring 

projects that benefit highly structured 

projects: Gantt charts list project 

activities, start and end dates of tasks, and 
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visually represent the timing and duration 

of different tasks. A project evaluation 

and review technique (PERT) chart 

graphically depicts project tasks and their 

interrelationships. The PERT chart in fig 

6 lists the specific activities that make up 

a web design and hosting project and the 

activities that must be completed before a 

specific activity can start. Both Gantt and 

PERT charts help managers identify 

bottlenecks and determine the impact that 

problems will have on project completion 

times. 

 

Fig. 5:A PERT chart 

Source: Onyemaobi B. C (2011) 
 

This is a simplified PERT Chart for creating 

a Website. It shows the ordering of a digital 

project tasks and the relationship of a task 

with preceding and succeeding tasks. 

 

c. External integration tools: Consist 

of ways to link the work of the 

implementation team to users at all levels of 

government, helping more unstructured 

projects that need high levels of user 

involvement. Users can become leaders or 

active members of the system-building team 

or they can take charge of training, 

installation, and system assessment. 

Implementation strategy should both 

encourage user participation and 

involvement and address the issue of 

counter implementation: a deliberate 

strategy to undermine the implementation of 

a digital system. New systems should also 

address ways in which the digital 

government will change. Ergonomics—the 

interaction of people and machines in the 

work environment including such issues as 

design of jobs, health issues, and the 

information system end-user interface—

must be considered. Systems analysis and 

design activities should include a national 

impact analysis that explains how a 

proposed system will affect national 

structure, attitudes, decision making, and 

operations. 

A socio-technical design approach 

emphasizes participation by the individuals 

most affected by the new system. The design 

plan establishes human objectives for the 

system that lead to increased job 

satisfaction. Designers set forth separate sets 

of technical and social design solutions. The 

social design plans explore different work 

group structures, allocation of tasks, and the 

design of individual jobs. The design 

solution that best fulfils both technical and 

social objectives is selected. 

Commercial software tools that automate 

many aspects of project management 

facilitate the project management process. 

Project management software typically 

features capabilities for defining and 

ordering tasks, assigning resources to tasks, 

establishing starting and ending dates to 

tasks, tracking progress, and facilitating 

modifications to tasks and resources, and 

creating Gantt and PERT charts. Microsoft 

Project has become the most widely used 

project management software today. 

5. RESULTS AND FINDINGS 

Digital Government Systems development 

projects run a very high risk of failure when 

there is a pronounced gap between users and 
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technical specialists and when these groups 

continue to pursue different goals. In 

addition, if a digital government systems 

project has the backing and commitment of 

ministers at various sectors, it is more likely 

to be perceived positively by both users and 

the technical services staff. 

As a consequence of these inherent risks, 

there are very high failure rates among 

Digital Government applications and 

government process reengineering (GPR) 

projects.  

All technology investment projects are 

completed on time, on budget, and with all 

features and functions originally specified, 

with few percent of all digital projects 

considered "runaway" projects, far 

exceeding schedules and budgets. 

In a Digital Government, systems 

development projects without proper 

management will most likely suffer these 

consequences:  

a. Costs that greatly exceed budgets  

b. Unexpected time slippage  

c. Technical performance that is less than 

expected  

d. Failure to obtain anticipated benefits  

Other types of project failings include: 

 Systems not being used as intended  

 Failing to meet citizens’ and 

government’s expectations  

 Poor user interface 

 Poor data quality  

Without proper management, a digital 

project takes longer to complete and most 

often exceeds the allocated budget. The 

resulting system most likely is technically 

inferior and may not be able to demonstrate 

any benefits to the government. Great ideas 

for systems often flounder on the rocks of 

implementation. 

Managing systems development projects in 

a Digital Government deals with five major 

variables:  

 Scope: Defines what work is or is not 

included in a project 

 Time: The amount of time required to 

complete the project. 

 Cost: Based on the time to complete a 

project multiplied by the cost of human 

resources required to complete the 

project. 

 Quality: How well the end result of a 

project satisfies the objectives specified 

by government. 

 Risk: Refers to potential problems that 

would threaten the success of the project.  

6. CONCLUSION  

Often people underestimate the amount of 

time needed to implement projects. This is 

true particularly when the project manager is 

not familiar with the task to be carried out. 

Unexpected events or unscheduled high 

priority work may not be taken into account. 

Digital government project managers also 

often simply fail to allow for the full 

complexity or potential errors involved with 

a project.  

To assuage such lapses the project managers 

are to make sure that they also allow time 

for project management administration 

through CSFs, detailed project, liaison with 

outside bodies, resources and authorities, 

meetings, quality assurance, developing 

supporting documentation or procedures 

necessary, and training. 

7. RECOMMENDATIONS 

The digital project manger should allow 

time for:  

a. Other high urgency tasks to be carried out 

which will have priority over the present 

task. 

b. Contact with other citizens, suppliers and 

contractors. 

c. Others priorities and schedules e.g. local 

government planning processes. 

d. Quality control rejections. 

e. Unanticipated events (e.g. developing a 

dynamic website for an institution of 
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governance and finding that they lack the 

necessary inputs to keep it up and 

running). 

These factors may significantly lengthen the 

time and cost needed to complete a project. 

If the accuracy of time estimates is critical, 

you will find it effective to develop a 

systematic approach to including these 

factors. If possible, base this on past 

experience. In the absence of your own past 

experience, ask someone who has already 

done the task or project to advise what can 

go wrong; what you need to plan for; how 

much and how long each task took 

previously. 
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ABSTRACT 

Medical science  have been overwhelmed in recent times by  uncertainty of one form or the 

other which have greatly affected the decision making process and as such led to cases of 

misdiagnosis and in worst cases death. One of such forms of uncertainty is the confusability of 

symptomatic presentations of diseases due to the fact that they share common symptoms and 

as such becomes difficult for physician‟s to correctly diagnose them. This difficulty in 

diagnosis stems from the inability of physicians to quantify the amount of each disease in the 

confusable disease set depicted by the symptoms. The ultimate goal of medical science is good 

diagnosis and prevention of diseases and such it is imperative to implement a system to reduce 

such cases of misdiagnosis which could arise from confusability of disease symptomatic 

presentations. In this work an expert system driven by the fuzzy cluster means (FCM) 

algorithms is proposed. The system accepts symptoms as input and provides the degree of 

membership of each disease in any confusable disease set. Data on alcoholic liver disease were 

collected and used in the development of the knowledge base. Fuzzy logic and FCM algorithm 

propelled the inference engine. The system was implemented with CLIPS expert system shell 

and Java as the front end platform while Microsoft Access was used as the database 

application. The system gives a measure of each disease within a set of confusable disease. The 

proposed system had a classification accuracy of 60%. 

 

Keywords: Artificial Intelligence, expert system Fuzzy cluster – means Algorithm, physician, 

Diagnosis 

 

1.0 INTRODUCTION 

Recent advances in emerging computing 

technologies and communications has posed 

the question of its suitability in its application 

to medical sciences. The medical sciences 

have continuously witnessed a high deluge of 

data and information due to digital devices 

that have been infused in medical domain in 

recent times; yet as good as this may sound, 

there is need to utilize such data and 

information for medical diagnostic 

procedures since uncertainty of one form or 

the another may have graciously slipped into 

the medical data. Medical personnel and 

physicians with their years of experience and 

knowledge in their fields can make quality 

decisions amidst such uncertainty; hence it is 

imperative to equip computing and associated 

technologies to handle uncertainty which has 

led to the use of soft computing in medical 
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decision support systems.   

The quest to make machines intelligent and 

its use in the medical field in form of clinical 

support systems has been in existence for 

decades now, and has transcended into the use 

soft computing technologies in making 

medical decision so as to combat or mitigate 

the negative effect or impact of uncertainty in 

decision making process. Complex decision 

making requires a lot more than computers 

can offer. There is an exponential amount of 

data generated daily in the medical domain 

thereby opening doors for all forms of 

uncertainties such as incompleteness of 

information, inconsistent description of 

disease symptoms, overlapping diseases 

symptoms, just to mention a few and has led 

to difficulties in properly diagnosing diseases 

in such situations. Medical uncertainty is an 

inherent phenomenon in medical science; it is 

what fuels medical research, prompts patients 

to seek medical attention and stimulate 

medical intervention thus it poses challenges 

in diagnostic decision making. In recent 

times, the negative effect of medical 

uncertainties has attracted attention due to the 

emerging realities of this period in medical 

sciences where evidence-based, 

shared-decision making and patient-centered 

care has brought to fore the limitation of 

scientific knowledge. The effect of 

uncertainties in the medical domain has been 

acknowledged by researchers since the 

1950‟s when the sociologist Renee Fox 

conducted a seminal studies documenting 

how physician struggle with uncertainty 

during their trainings. [13] stated that almost 

all the physicians are confronted during their 

formative years by the task of learning to 

diagnose. Central to good diagnosis, is the 

ability of an experienced physician to know 

what symptoms or vitals to throw away and 

what to keep in the diagnostic process. 

 Artificial intelligence allows computers to 

learn from experience, recognize patterns in 

large amount of data and make complex 

decisions based on human knowledge and 

reasoning skills. Artificial Intelligence (AI) 

has become an important field of study with a 

widespread of applications in field ranging 

from medicine to agriculture. AI tools have 

been applied to medical diagnosis. Expert 

system been have proven to be an effective 

and efficient way to diagnose disease, the 

following methods have been applied in the 

diagnosis of confusable disease, differential 

diagnosis: 

*Neural Networks 

*Fuzzy Logic 

 

Confusable diseases share common 

symptoms and as such overlaps thereby 

leading to difficult, imprecise or incomplete 

diagnosis by the physicians since the doctors 

cannot correctly quantify the amount or 

degree of each of the diseases represented by 

these common symptoms. This will not allow 

the doctor to know the disease to be attended 

to urgently. Most disease progress through 

different stages and complicate the 

classification process since a disease at one 

stage can be confused with a different disease 

at another stage. In this work, an expert 

system propelled by a fuzzy cluster means 

(FCM) inference engine is proposed for the 

diagnosis of confusable disease. The system 

was implemented with CLIPS expert system 

shell and Java as the front end platform while 

Microsoft Access was used as the database 

application. The system gives a measure of 

each disease within a set of confusable 

disease.  The rest of the paper is organized as 

follows: section two gives a brief background 

to medical uncertainties, confusable diseases 

and fuzzy c mean algorithm. Section three 

gives the full description and implementation 

of the system. Section four discusses results 

and section five concludes the paper with the 

summary of the research work. 

 

2.0 Background to Confusable Diseases 

Confusable diseases share common symptom 

which make it difficult for the physician to 

establish the right diagnosis [19]. Therefore, 

diagnostic criteria for a particular disease and 

needed if the target disease may be confused 
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with other diseases because of shared 

symptoms [7]. For a diagnosis, the target 

disease has to be recognized in a pool of 

confusable disease. The target disease may be 

recognized in two ways: by recognition of the 

combination of symptoms of the target 

disease or by exclusion of confusable disease 

as the cause of the symptoms [19].  

Figure 1, shows the overlapping features of 

disease di and diseases di+1and di+2. In Figure 

1, there is no overlap and disease di can easily 

be differentiated from disease di+1 and di+2. In 

Figure 2, there is an overlap (indicated by *) 

and the decision has to be made as to whether 

patients with symptoms in these overlap areas 

should or should not be considered as having 

disease di. Diagnostic criteria are not 

definitive, but are continually being adapted 

in accordance with new insights and as new 

research data become available [7]. 

The following problems are inherent in the 

diagnosis of confusable disease: 

- Confusable disease manifests the same 

symptoms thereby leading to imprecise 

or incomplete diagnosis by the 

physician.  

- A disease at one stage can manifest 

similar symptoms with a different 

disease at another stage. 

- Failure to correctly diagnose a 

confusable disease would lead to a 

physician giving the wrong treatment to 

the patient.  

- Patients may be suffering from more 

than one confusable disease. 

 

 

 

 

 

 

 

 

Figure 1: No overlap between disease di and 

disease di+1 and di+2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: overlapping features of confusable 

diseases 

 

2.1 AI Tool for Confusable Disease 

Diagnosis 

The different branches of AI have used 

several tools in the diagnosis of confusable 

disease. In 2001, Innocent P.R and John R.J 

proposed a light weight fuzzy process to 

support early diagnosis of confusable disease 

using causation and time relationships. 

Later on, Innocent and John extended their 

work that has been applied in the area of 

clinical diagnosis of confusable disease. They 

used Fuzzy cognitive maps to encode fuzzy 

causal structures to aid the diagnosis of 

confusable diseases. 

 

2.1.2 Fuzzy Logic & Fuzzy Clustering 

Logic refers to the study of methods and 

principles of human reasoning. Classical 

logic deals with propositions (e.g conclusions 

or decisions) that are either true or false. Each 

proposition has an opposite. Thus, classical 

logic, therefore, deals with combination of 

variables that represents propositions. As  

each variable stands for a hypothetical 

proposition, any combination of them 

eventually assumes a truth value (either true 

or false) but never is in between or both (i.e. is 

not true and false at the same time). The 

fundamental assumption upon which the 

classical logic is based is that every 

proposition is either true or false. This 

principle has been questioned by many 

philosophers, ever since Aristotle [15]. 

Fuzzy logic is a logic whose ultimate goal is 

to provide foundations for approximate 

reasoning using imprecise propositions based 

di+1 di di+2 

di+

1 

di+

2 

di+

3 

dn di 

* 

* 

* * 
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on fuzzy set theory, in a way similar to the 

classical reasoning using precise propositions 

based on classical set theory. To introduce 

this motion, we first recall how the classical 

reasoning works. For instance if say in 

linguistic terms:  

Everyone who is 40 years old or older 

is old 

David is 40 years old and Mary is 39 

years old  

David is old but Mary is not. 
 

 

With the above in mind, let‟s consider the 

following example of approximate reasoning 

in linguistic terms that cannot be handled by 

classical logic: 

Everyone who is 40 to 70 years old is 

old but is very old if he / she is 71 years 

old or above everyone who is 20 to 39 

years old is young but very young if he 

(she) is 19 years old or below. 

David is 40 years old and Mary is 39 

years old. 

David is old but not very old; Mary is 

young but not very young. 
 

This is of course a meaningful deductive 

inference, which indeed has been frequently 

used in one‟s daily life. In order to deal with 

such imprecise inference, fuzzy logic can be 

employed. Fuzzy logic allows the imprecise 

linguistic terms such as 

- Fuzzy predicates: old, Rare, severe, 

high, Expensive, Fast. 

- Fuzzy Quantifiers: many, few, 

usually. Much, Almost, Little. 

- Fuzzy truth values: very true, true, 

unlikely true, mostly false, false, 

and definitely false. 
 

To describe fuzzy logic mathematically, we 

say that, a fuzzy subset A of a set X is 

characterized by assigning to each element X 

being the degree of membership of X in A 

(e.g. X is a group of people, A the fuzzy set of 

old people in X). 

Two main directions in fuzzy logic have to be 

distinguished [10]. Fuzzy logic in the broad 

sense serves mainly as apparatus for fuzzy 

control, analysis of vagueness in natural 

language and several other application 

domains. It is one of the techniques of soft 

computing. Fuzzy logic in the narrow sense is 

symbolic logic with a comparative motion of 

truth developed fully in the spirit of classical 

logic. 

 

2.1.2 Clustering 

Making sense of data is an ongoing task of 

researchers and professionals in almost every 

practical endeavor. Data collection anytime 

and anywhere has become the reality of our 

lives. Understanding the data and revealing 

underlying phenomena are major 

undertakings pursued in intelligent data 

analysis (IDA), Data Mining (DM), and 

system modeling [12]. 

 
 

Categories of Clustering Algorithms 

Clustering techniques are diversified; they 

have been continuously developing for over a 

half century following a number of trends, 

depending upon the emerging optimization 

techniques, main methodology and 

application domain [12]. The main categories 

of clustering are: 

Hierarchical and Objective function–based 

clustering [1]. 

 

Hierarchical Clustering- produces a graphic 

representation of the data [14]. The 

construction of graphs is done in two ways: 

bottom-up and top-down. In the bottom-up 

mode, each pattern is treated as a 

single-element cluster and then the closed 

clusters are successively merged. At each 

pass of the algorithm, we merge the two 

closest clusters. This process is repeated until 

we get to a single data set or reach a certain 

predefined threshold value. The top-down 

approach works in the opposite direction: we 

start with the entire set treated as a single 

cluster and keep splitting it into smaller 

clusters. 

 

Objective Function-Based Clustering is 

concerned with building partitions (clusters) 

of data sets on the basis of some performance 
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index known also as an objective function. 

The minimization of a certain objective 

function can be treated as an optimization 

approach leading to some suboptimal 

configuration of the clusters [12]. The main 

design challenge lies in formulating an 

objective function that is capable of reflecting 

the nature of the problem so that its 

minimization reveals a meaningful structure 

in the data set. Several methods are used to 

achieve this optimization. The most common 

one named C-means, is a well-established 

way of clustering data [20]. 
 

Fuzzy Clustering 

This class of clustering algorithms allows a 

pattern to belong to all clusters with different 

membership grades between 0 and 1. A 

clustering algorithm that allows for partial 

membership is regarded as a generalization of 

the standard fuzzy C-means (FCM). This 

generalization was introduced by [6] and 

generalized by [2]. 

 

Fuzzy C-Means Clustering 

Fuzzy C Means (FCM) is a method of 

clustering which allows one piece of data to 

belong to two or more clusters. It is based on 

the minimization of the following objective, 

function: 
 

  
 

 ∑∑   
 

 

   

 

   

‖     ‖
 
                   

      
Where m is any real number greater than 1, uij 

is the degree of membership of Xi in the 

clustering j; Xi is the ith element of 

d-dimensional measured data, cj is the 

d-dimension center of the cluster and‖   

  ‖ is any norm expressing the similarity 

between any measured data and center. 

Fuzzy partitioning is carried out through an 

iterative optimization of the objective 

function with the update of membership uij 

and the cluster centers cj by; 
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This iteration will stop when 

     {|   
         

 |}     where   is a 

terminal criterion between 0 and 1, whereas k 

is the iteration steps: 

 

The FCM algorithm is composed of the 

following steps: 

i. Randomly initialize the membership 

matrix (u). 

ii. Calculate the centroids cj. 

iii. Compute dissimilarity between centroids 

and data points using Jm. Stop if its 

improvement over previous iteration is 

below a threshold. 

iv. Compute a new U. return to step 2. 

By iteratively updating the cluster centers and 

the membership grades for each data point, 

FCM iteratively moves the cluster centers to 

the right location within a data set. 

 

2.2 Symptoms of Some Diseases in a 

Confusable Disease Set 

A symptom is a visible or even measurable 

condition indicating the presence of a disease 

and hence can be regarded as an aid in 

diagnosis [3]. A syndrome on the other hand 

is a collection, a set, or a cluster of concurrent 

symptoms, which together indicate the 

presence and the nature of the disease. Joining 

single symptoms together to one syndrome is 

one of the main tasks in medical diagnosis.  

Fever 

Jaundice 

Abdominal pain 

Anorexia 

Fatigue 

Ascites 

Splenomegaly 

 



Fuzzy Cluster Means Algorithm For The Diagnosis Of Confusable Disease 

G. G. James, A.E. Okpako & J.N. Ndunagu
 

 

 

45 

 

The following are this list of overlapping 

(shared) symptoms of the two diseases 

The sample symptoms of two diseases in 

alcoholic liver disease family were selected 

(i.e. Alcoholic Hepatitis and Cirrhosis).This 

disease set is given in the table 1. 

 

Table 1: Symptoms of Two Diseases in a 

Confusable Disease Set 

ALCOHOLIC 

HEPATITIS 

ALCOHOLIC 

CIRRHOSIS 

*Fever *Fever 

*Jaundice *Jaundice 

*Abdominal pain *Abdominal pain 

*Anarexa *Anorexia 

 Vomiting 

 

N.B: * indicates overlapping symptoms of 

this confusable disease set 

 

 

Fever is considered as a linguistic variable 

and has the following term set “no fever”, 

“slight fever”, “high fever”. 

 Representing this mathematically, we have; 

(Fever) = {“no fever”, “slight fever”, “ high 

fever”, “very high fever”} 

 

Each linguistic term (e.g. “slight fever”) is 

associated with a fuzzy set, each of which has 

a defined membership function (MF). This is 

known as fuzzifications. The different 

fuzzification techniques are: 

 

Triangle MFs 

Trapezoidal MFs 

Gaussian MFs 

Generalized bell MFs 

 

Defuzzification has to be applied to these 

values to obtain a crisp value that represents 

this uncertainty. It can be done by applying 

one of the known defuzzification methods. 

Such as mean of maximum (MOM) or center 

of gravity (COG). All the linguistic variables 

and their term set or linguistic terms are given 

in Table 2.  

 

Table 2: Symptoms and their Linguistic 

Values    
INDEX SYMPYOMS LINGUISTIC 

VAlUES 

1. Fever “No fever”, 

“Slight fever”, 

“High fever”, 

„Very high fever”. 

2. Jaundice “No jaundice”, 

“mild jaundice”, 

“Deep jaundice”. 

3. Abdominal 

pain  

“No pain”, “mild 

pain”, “severe 

pain”. 

4. Anorexia “Not present”, 

“present” 

5. Fatigue “Not present”, 

“present”. 

6.. Ascites “Not present”, 

“present”. 

7. Splenomegaly  “Not present”, 

“present” 

 

3.0 System Architecture 

The FCM system architecture adopted in this 

work is as presented in [4] and is shown in 

Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: FCM System Architecture (source: 

[4]) 

 

Girratano in [4] describes the main 

components of an FCM system, being the: 

Fuzzification/ 

Defuzzification 

FCM 

Inference 

Engine 

 

 

User 

Knowledge 

Base 

BASE 
User 

Interface 

Input Output 
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(a) Knowledge Base 

(b) User Interface, and 

(c) FCM Inference Engine 

 

3.1: The Knowledge Base Sub-Module 

The knowledge base stores relevant 

knowledge needed for the diagnosis. Frames 

are used in representing knowledge in the 

knowledge base. Table 3 gives a frame for 

holding knowledge about alcoholic hepatitis 

and alcoholic cirrhosis.  

 

Table 3: A Frame for Holding Patient 

Symptoms HFGHFGHFUFYUY 

SLOT 

NAME 

DATA 

TYPE 

VALUE 

Di Float * 

di+1 Float * 

 …  … …. 

Dn Float * 

 

N.B: Asterisks (*) indicates any float value 

between 0 and 1 

 

The frame consists of disease as slots. For 

example, Figure 1 shows a frame for 

alcoholic cirrhosis.  

 

Figure 1: A frame for alcoholic cirrhosis 

 

 

 

 

 

 

The slots di … dn, where n = 7, holds 

knowledge about symptoms for alcoholic 

cirrhosis. For example: 

d1 holds value for fever 

d2 holds value for jaundice 

d3 holds value for abdominal pain 

d4 holds value for Anorexia 

d5 holds value for Fatigue 

d6 holds value for Ascites 

d7 holds value for Splenomegaly 

 

 

 

File Structure 

The file structure showed on Table 4 

represents the database for storing knowledge 

in the knowledge base. 

 

Table 4: File Structure 

 
FIELD 

NAME 

DATA 

TYPE 

DESCRIPTION LENGTH 

di Float Holds value 

for fever 

4 

di+1 Float Holds value 

for jaundice 

4 

  …   …        … … 

dn Float Holds value 

for 

splenomegal

y 

4 

 

3.2: User Interface 

The user interacts with the system through the 

user interface. The user enters his/her login 

information through the user interface, which 

if correct, displays an interface that allows the 

user to input patient information and 

symptoms through the use of check boxes, 

radio buttons, text fields, etc. The user 

interface also displays the recommendation 

on the output panel. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Login Screen 

 

  

Alcoholic Cirrhosis 

di 

di+1 

dn 
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Fig. 5: Login Screen Showing Incorrect 

Identities 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Patient Information Window 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Diagnosis Window 

 

 

 

 

 

 

3.3: FCM INFERENCE ENGINE 

The inference engine is propelled by the 

fuzzy cluster means algorithm. The FCM 

algorithm clusters patient symptoms in this 

design, the:  

Numbers of clusters, c = 2 

Feature vector dimension, d = 7 

Fuzziness coefficient, m = 2 

Termination criterion, c = 0.01 

 

The FCM algorithm as applicable to this 

design is composed of the following steps: 

STEP 1: Randomly initialize matrix u = uij; 

Where i = 1, 2; j =1, 2, … N. 

STEP 2: Calculate the fuzzy cluster centers 

(centroid) cj, where 

STEP 3:  Update u
(k)

, u 
(k+1)

             

    
 

∑ [
‖     ‖
‖     ‖

]

 

 
   

                                  

 

STEP 4: If ||U
(K+1)

- U
K
 ||< 0.01, STOP; 

otherwise return to step2. 
 
 

 

MEMBERSHIP FUNCTION  

GENERATION FEVER 

 

Step 1: Given a data set (body temperature in 

Celsius). 

X =  38.0, 39.2, 41.5, 36.0, 39.5, 38.6, 40.2, 

37.2, 36, 41.0, 41.3, 39.0, 37.0, 38.8, 

Fig. 8: Recommendation Window 
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40.0, 40.0, 39.4, 39.0,  40.3, 39.9, 

36.8, 36.7, 37.5, 39.5, 41.0, 38.4, 39.9, 

38.0, 43.0. 

The values for X are sorted into ascending 

order, 

X (Asc) =  36.0, 36.4, 36.7, 36.8, 37.0, 

37.2, 37, 5, 38.0, 38.0, 38.1, 

38.4, 38.6, 38.8, 39.0, 39.0, 

39, 2, 39.4, 39.5, 39.9, 39.9, 

40.0, 40.0, 40.2, 40.3, 41.0, 

41.0, 41.3, 41.5, 43.0. 
 

STEP 2: The difference between adjacent 

values in the sorted data is determined which 

is: 

 diffi = yi+1-yi =  0.4, 0.3, 0.1, 0.2, 0.2, 

0.3, 0.5, 0.2, 0.0, 0.2, 0.2, 0.1, 

0.0, 0.4, 0.0, 0.1, 0.0, 0.2, 0.1, 

0.7, 0.0, 0.3, 0.2, 1.5 
 

 STEP 3: The similarities between adjacent 

values were determined using the following 

formulae: 

   {  
     
      

                        

  }                       

 

                     
 

 

STEP 4: The data is grouped according to similarities using a threshold value   of 0.90. 
36.0 36.4 36.7 36.8 37.0 37.2 37.5 38.0 38.0 38.1 38.4 38.6 38.8 39.0 39.0 

0.92 0.94 0.98 0.96  0.96 0.94 0.90  1.0  1.0  1.0  0.88   0.96  0.96  1.0 

 
  39.0 39.2 39.4 39.4 39.5 39.5 39.9 40.0 40.0 40.2 40.3 41.0 41.0 41.3 41.5 43.0 

0.92  0.94  0.98  0.96  0.96  0.94  0.90  1.0  1.0  1.0  0.88        0.96  0.96  1.0 

This produces four groups. 

 

Table 5: Class 1  

Index 1 2 3 4 5 6 7 

yi 36.0 36.4 36.7 36.8 37.0 37.2 37.5 

si 0.92 0.94 0.98 0.96 0.96 0.94  

 
 

Table 6: Class 2 

Index 1 2 3 4 

yi 38.0 38.0 38.1 38.4 

si 1.0 1.0 1.0  

 

Table 7: Class 3 

Index 1 2 3 4 5 6 7 

 

yi 38.6 38.8 39.0 39.0 39.2 39.4 39.4 

si 0.96 0.96 1.0 0.96 0.96 0.98 1.0 

 

Table 8: Class 4 

Index 1 2 3 4 5 

yi 41.0 41.0 41.3 41.5 43.0 

si 1.0 0.94 0.96 0.70  

 

  

Index 8 9 10 11 12 13 14 

yi 39.5 39.5 39.9 40.0 40.0 40.2 40.3 

si 0.92 1.0 0.98 1.0 0.96 0.98  
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Steps 5: The membership function for each class is derived using the formula: 

 

   
                  

 
                 

 
        

   
       

 
            

 
     

 

     --- (6) 

      
     

        
                     

 

                
     

        
                 

 

Table 8 shows the value of bj, aj, and cj for each class. 

 

Table 9: End Point of Each Membership Function 

 

 a B c 

Class 1 (no fever)  37.0 38.5 

Class 2 (slight 

fever) 

37.

2 

38.7 40.2 

Class 3 (high 

fever) 

38.

2 

39.6 41.0 

Class 4 (very 

high) 

40.

2 

42.2  

 

nf = no fever 

sf = sligh fever 

hf = high fever 

vhf = very high fever 

 

 
Fig. 4: Graph of membership function to body temperature 
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The grades of membership are then 

defuzzified using the mean of maxima 

defuzzification method. 

Mean of maxima 

 

  ∑     
 
   ……………..(9) 

 

JAUNDICE 

The term set for the linguistic variable 

jaundice take on the crisp value 0, 1, and 2 

respectively, that is: 

Not present = 0 

Mild jaundice = 1 

Deep jaundice = 2 

 
 

ABDOMINAL PAIN 

The term set for linguistic variable abdominal 

pain take on the crisp values 0, 1, and 2 

respectively, that is: 

No pain = 0 

Mild pain = 1 

Severe pain = 2 
 

ANOREXIA, FATIGUE, ASCITES AND 

SPLENOMEGALY 

The term set for the linguistic variables 

anorexia, fatigue, ascites, and splenomegaly 

take on the crisp values 0 and 1, respectively, 

that is: 

       Not present = 0 

      Present = 1 

 

4.0 Results and Discussion 

Fuzzy C-means algorithm is applied to patient 

data for alcoholic liver diseases collected at 

University of Uyo Teaching Hospital. 

Eighteen (18) correct classified samples were 

obtained out of Thirty (30) samples used for 

the testing. Table 10 gives the result in a 

tabular form. 

 

  



Fuzzy Cluster Means Algorithm For The Diagnosis Of Confusable Disease 

G. G. James, A.E. Okpako & J.N. Ndunagu
 

 

 

51 

 

 Table 10: Classification Result 

Classifier No. of 

correct 

Classified 

Samples 

Total 

No. of 

Samples 

Correct 

Classification 

Rate 

Fuzzy 

C-Means 

Algorithm 

 

18 

 

30 

 

60% 

         

These result shows that FCM algorithm can 

be applied to confusable disease diagnosis. 

 

 

5.0 CONCLUSION 

The proposed system would give great 

assistance to physician as it would help them 

determine the degree of each disease present 

in a patient and reduces administration of 

wrong treatment. Our aim of applying the 

FCM algorithm in the diagnosis of confusable 

disease has been realized. As a result, FCM 

algorithm could be used as an important 

supportive tool for medical experts in 

diagnosing confusable diseases. 
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ABSTRACT 

In recent times, incidences of social vices in our society has been unprecedented. The 

deluge of legal cases our courts receive on a daily basis has posed a great challenge to 

the Judiciary with respect to accurate information management. In response to this, 

the study set out to investigate the problems associated with the manual record 

keeping process through the filling system using the survey research methodology. 

Firstly, the manual record keeping system done via the filling caused problems such 

as situations where records kept in files are either outrightly missing or misplaced and 

files not properly placed in their appropriate locations thereby not providing easy 

access to legal information as at when required for the making of  critical judicial 

decisions. Secondly, the risk involved in unauthorized disclosure of vital information 

was also adduced. A framework for the design and implementation of a legal 

information management system was presented. Ultimately to show the functionality 

of our system, the framework was translated into a software using some Object 

Oriented Design Tools, a suitable event-driven Programming Language; visual basic 

6.0 was adopted and Microsoft Access was used as the database component.   
 

Keywords: Legal Information, Court Case, Judiciary, Manual, Records, event-driven 

 
1.0 BACKGROUND INFORMATION 

Proper legal information management is the 

backbone of an efficient judiciary. There is no 

gainsaying that the need for accurate 

recording keeping in the court system cannot 

be overemphasized. The Judiciary being the 

last bastion of hope for the common man, if 

unable to provide the much desired impartial 

and all-inclusive legal decisions has failed 

woefully in its primary responsibility as the 

custodian of legal information. With the 

growing incidence of social vices in our 

society, there has been an astronomical rise in 

legal information. This has posed a challenge 

to the Judiciary with respect to accurate 

information management; Courts around the 

globe are embracing ICT (Information and 

Communication Technology) as a veritable 

tool to help provide the enabling platform for 

quick, reliable and consistent dispensation of 

justice. 

 

1.1 RESEARCH PROBLEM 

The Federal High Court, Benin typifies a 

cosmopolitan court setting which should be 

seen as a repository for legal information. 

Presently the real time legal information 

management infrastructure available is 

manual and fraught with myriad of 

shortcomings such as files containing records 

were either out rightly missing or misplaced 

and files not properly placed in their 
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appropriate locations thereby not providing 

easy access to legal information as at when 

required causing a near total breakdown of 

court hearing and court judgment procedures 

and also  the risk involved in the 

unauthorized disclosure of vital legal 

information to members of the public which 

could have dire consequences and also the 

propensity of thwarting a judicial process. 

Based on the foregoing, there is a dire need to 

correct this growing anomaly rearing its ugly 

head within the judiciary. 
 

1.2 RESEARCH DIRECTION 

The research is intended to design and 

implement a computerized legal information 

management system for the Federal High 

Court in Benin. This will provide a repository 

for keeping legal information, provide 

facilities for search and retrieval of legal 

information where applicable for the purpose 

of enquires and investigations, provide an 

audit trail for keeping track of user logins and 

legal information inputted by a user at any 

point in time and finally allow users to 

generate various legal information reports 

 

2.0 RELATED LITERATURE 

Legal information resources are essential 

ingredients for effective legal research [1] 

Effective records management system 

guarantees the accountability and integrity of 

an organisation that provides services to the 

public at large and serves as strategic resource 

for government administration [2] Without a 

reliable and accurate case file system 

day-to-day court operations would be 

hampered and this will in turn affect judicial 

decisions. The maintenance of case records 

directly affects the timeliness and integrity of 

case processing. There is a pressing need for a 

clear definition of legal framework [3] [4] 

alleged that in order to minimize the risks and 

costs of regulatory and legal non-compliance, 

litigation, discovery, business inefficiency 

and failure, organizations need to remove the 

human element by automating records 

management via technology. This 

transformation means removing freedom of 

choice; enforcing electronic record creation, 

indexation; classification, naming 

conventions (thesaurus and taxonomies), 

creation and preservation of meta-data, 

minimizing duplicate records by creating a 

central information repository which will also 

facilitate knowledge and content 

management, systematically archiving and 

tracking records and amendments, applying 

retention schedules to purge redundant ones, 

but preserving their access logs, audit trails 

and meta-data. 
[5] and [6] believe that the major issues of 

electronic records in organizations are 

regarding access, security and 

interoperability. According to [7] 

Interoperability refers to the ability of 

different Information Technology (IT) 

systems and software applications to 

communicate to exchange data among them 

accurately, effectively and especially to use 

the information that has been exchanged. 

According to [8] organization today not only 

have to comply with regulations, but also 

have to maintain a balance between 

operational record keeping requirements, 

minimizing liability of storing private 

information and customer privacy 

preferences. The biggest challenge when 

organizations set to move forward by 

embracing IT in its administration is to retrain 

the people. For a court registry, the lack of 

experts who know both registry office and 

information management standards becomes 

the first hurdle in implementing change. [9] 

pointed out a number of issues identified by 

legal and judicial record case studies with 

respect to people aspect:  the need for 

consistent and authoritative instructions on 

the preservation or destruction of court case 

records (both paper and electronic);  the 

importance of having a high level „champion‟ 

within the courts to promote good practice in 

records and information management;  the 

need for professionally trained records 

managers within judiciaries;  the need for 

formal training and training materials in 

judicial records and information management 

and  the importance of having expert advice 

and guidance available to those with 

responsibility for records and information 
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management in the courts. 

[10]) identified a number of electronic court 

applications and services being implemented 

in a few countries e.g. United States of 

America had the PACER , Australia had  the 

eSearch - for public to search cases, eFiling – 

electronic document lodgement, eCourtroom 

- virtual courtroom for pre-trial matters,  

eCase Administration - for legal practitioners 

and parties to communicate with court 

chamber staff securely, Commonwealth 

Courts Portal, Singapore had - eAlternative 

Dispute Resolution, eJustice Judges' 

Corridor, Justice Online (JOL)- a global 

forum and virtual think-tank for judges to 

mention a few. 

 

Experts from the United States, Europe, 

Australia and Singapore, inspired by court 

quality models used in a number of 

international communities, formed a 

Consortium with the goal to take necessary 

steps to achieve court excellence. The 

Consortium concluded that the most effective 

way to achieve this goal was to develop a 

framework called “International Framework 

for Court Excellence”. The Framework 

assesses a court‟s performance against seven 

areas of excellence and provides guidance for 

courts to improve their performance. It 

utilizes recognized organizational 

improvement methodologies while reflecting 

the special issues that courts face. The 

International Research on Permanent 

Authentic Research in Electronic Systems 

(InterPARES) project based in the University 

of British Columbia (UBC) brings together 

archivists from universities and archival 

institutions, along with computer and 

information scientists and engineers from 

around the world in a concerted effort to 

define the archival requirements for 

authenticity on the basis of archival science 

and diplomatics ([8], [3]). 

 

 

3.0 MATERIALS AND METHOD 

To substantiate the need for computerization 

of legal information in Federal High Courts, 

especially the one in Benin and Okada, we 

designed a questionnaire and conducted 

personal interviews. The questions consist of 

five sections; Section A consist of nominal 

scale questions representations, Sections B 

and C consist of Ordinal scale questions 

representation while Sections D and E consist 

of the use of 5 Likert scale measurement.  

The questionnaire was distributed in two high 

courts office complex in Benin and Okada.  

A total of 30 respondents (eighteen males and 

twelve females) responded to the 

questionnaires. Data gathered was analyzed 

using descriptive statistics.  Find attached a 

sample of the questionnaire in appendix A. 

 
 

3.1 ANALYSIS   OF   THE 

QUESTIONNAIRE 

Section A captured the respondents‟ basic bio 

data and their current job placement category.  

Sections B and C was  administered to 

establish the availability and usability of ICT 

facilities in the High Court. Table 1.0 showed 

the descriptive statistics of the respondents‟ 

view to Sections B and C of the questionnaire.  

The respondents showed a high level of 

usability of the various facilities within the 

High Court e.g. 65% can effectively use the 

computers while approximately 51% of the 

respondents indicated that they can use the 

available facilities (i.e. Internet facilities, 

digital camera, scanner, projector and 

printers).  This shows there readiness to 

accept the computerization of the existing 

manual process. 

 

 

Table 1.0: Respondent view on ICT 

Availability and Usability in High Court 

Table 2.0 showed a description of the 

respondents view to section D of the 

questionnaire.  79% of respondents agreed 

that lack of expertise is a major factor that 

hindered the use of ICT.  Although 70% 

agreed that they are already conversant with 

the manual process but 72% disagreed that 

using computers will reduce the staff 

strength. 
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S/N Facilities Availability Usability 

1. Computers 70% 65% 

2. Internet Facilities 40% 50% 

3. Digital Camera 30% 45% 

4. Scanner 60% 60% 

5. Projector 30% 45% 

6. Printers 10% 55% 
 

Table 2.0: Respondents views on ICT facilitate usage in the High Court 

 

S/N Questions Strongly 

Agree 

(%) 

Agree 

(%) 

Undecided 

(%) 

Disagree 

(%) 

Strongly 

Disagree  

(%)  

1. Lack of expertise/skills 

required to operate 

equipment 

79 12 1 6 3 

2. No training in how to 

use some available 

equipment 

10 13 2 50 25 

3. Lack of confidence in 

using ICT facilities 

7 2 1 30 60 

4. Unavailability of 

required ICT facilities 

4 3 1 25 67 

5. Already used to the 

manual process. 

70 10 3 7 10 

6. The fear that 

computerizing the legal 

process will reduce the 

use of manual labour 

6 4 10 22 72 

 

 

 

S/N Questions Always 

(%) 

Often (%) Sometimes 

(%) 

Rarely 

(%) 

Never (%)  

1. How often is a new 

client case registered 

manually. 

95 1 2 2 0 

2. How often are client 

case files updated 

manually. 

94 2 3 1 0 

3. How often are client 

case files removed 

from their storage 

location. 

90 2 4 3 1 

4. How often do client 

case files get lost 

20 10 10 55 5 

5. How often are court 

summons issued. 

90 2 1 5 2 

6. How often are court 

warranty issued. 

80 3 10 6 1 
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ICT Facilities Usage in the High court  

 

Table 3.0: Respondents view on the use of manual process of carrying out operations in 

the High Court. 
 

Table 3.0 which is formulated from data 

gathered from Section E of the questionnaire 

represents a descriptive statistics of the 

various respondents view to the use of the 

present manual processing system. 95% of 

the respondents showed that manual 

processing system is the major method of 

processing information in the High Court. 

Due to the cumbersome nature of this method 

of processing information arising from 

human fatigue, 20% of the respondents 

agreed that client files sometimes get lost, 

while 94% said updating client and case files 

manually are so frequent and stressful.  The 

findings from the respondents suggested the 

need for this system and willingness of Staff 

to embrace the use of computers to improve 

service delivery in the Federal High Courts.  

We were therefore motivated by this obvious 

lapse in legal information processing  to 

develop a Computerized Legal Information 

Management System. 

 

3.1 RESEARCH APPROACH 

The Structured System Analysis and Design 

approach was adopted. Some data gathering 

techniques was used to elicit some relevant 

information required to comprehend the 

existing system. Questionnaires/Personal 

interviews was used to ascertain the efficacy 

of the manual legal record keeping process 

from a randomly selected sample of Judiciary 

and legal staff of the Federal High Court, 

Benin and Okada. An aspect of the personal 

interviews was used to ascertain the state of 

the manual process with regards to its 

possession of the required platforms needed 

to support the proposed system. 

 

3.2 ISSUES ASSOCIATED WITH THE 

EXISTING SYSTEM 

The system we are investigating is the 

existing manual record keeping system. It is a 

manual system and fraught with a lot of 

shortcomings. From the survey, all (Judiciary 

& legal staff) keep records manually via the 

filling system. Based on this, files containing 

records were either out rightly missing or 

misplaced and files not properly placed in 

their appropriate locations thereby not 

providing easy access to legal information as 

at when required causing a near total 

breakdown of court hearing and court 

judgment procedures. 

Another shortcoming with the existing 

system is the risk involved in the 

unauthorized disclosure of vital legal 

information i.e. details of a knotty court 

judgment for a complicated court case to 

members of the public. For example, an 

authorized staff of the court only should have 

access to this vital information by virtue of 

the fact that he/she possesses of valid login 

information into the system if it had been in 

existence. 

 

3.3. NEED FOR PROPOSED SYSTEM 

Technology has provided the enabling 

platform for prompt and accurate information 

transfer. 

Without a reliable and accurate case file 

system, day-to-day court operations would be 

greatly hampered and this will in turn affect 

judicial decisions. Therefore, the need for the 

new system cannot be overemphasized.  

Based on this, conceptual solutions were 

translated into appropriate designs. The 

processes and tools used to achieve this is 

undertaken next in the proposed system 

design methodology. 

 

4. PROPOSED SYSTEM DESIGN 

The modular design approach was used for 

the proposed system design. The proposed 

system is a computerized legal information 

management system. The system is 

user-friendly. It will be designed with 

features which provide users with an input 
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screen which allows a user to input his/her 

login information to the system. After a user 

has successfully login into the system, the 

user can create a record of a client which is 

stored in a database, the user can update or 

delete a client‟s already existing in the 

database by using three search parameters 

such as a client‟s case file number, date 

client‟s case file was filed and client‟s name 

to query it to ascertain the records to be 

deleted or updated. The user can view a court 

case information of a client by using any of 

the search parameters elucidated above to 

query the database for the client‟s records 

which are displayed on the screen. In a 

circumstance where judgement was handed 

down on a particular client and the 

information already inputted into the system 

the user can also query the database using the 

search parameters to view the court 

judgement of the client in question. The user 

can also view a daily case calendar by 

querying the database using a court date as 

search criteria The legal information 

management system architecture below Fig 1  
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4.1 PROGRAM DESIGN 

The software was developed in Visual Basic 

6.0 Programming Language Integrated 

Development Environment (IDE) as the front 

end and Microsoft Access as the back end and 

designed using the modular approach. The 

choice of this IDE was informed by its 

features that supports coding and testing for 

the required functionalities. The software was 

then   tested on this same platform to gauge 

the extent to which the desired functionalities 

were accomplished. There were errors 

revealed in the course of the testing, with 

careful design of the software however, errors 

were minimized. Several modules were fused 

together to form the entire legal information 

management system, each module   was 

designed separately and linked together 

afterwards. There is an in-built security 

feature where the password approach is 

adopted to ensure that only authorized users 

have access to the system information. 

 

5.  SYSTEM IMPLEMENTATION 

The software can be installed on any 

system with at least Microsoft Windows 7 

operating system or a higher version. To 

launch the software, click the start button, 

click on a computerized legal information 

management system which was added to the 

start button after successful installation of the 

software, this will launch the software 

displaying a splash screen. After a few 

seconds the user is prompted by the system to 

provide login information, after successful 

authentication by the system the main menu is 

displayed (Fig 2). 

To register a new court case information, 

click on the Register new court case sub menu 

this will display a new court case entry form 

where the appropriate details are inputted (Fig 

3). 

 

To update a court case information, click 

on update case records submenu, this will 

display a search screen where a court case 

number is inputted to display the case 

information for that case number and to 

enable an update to be effected via an update 

button (Fig 4). 

To delete a court case, click on delete case 

records submenu, this will display a search 

screen where a case number is inputted to 

display the case information for that case 

number to enable the user effect a delete 

operation via the delete button (Fig 5). 

A search is done using three parameters 

that is by case file no, client‟s name and date 

case was filed by client. In the event of wrong 

search operation an alert message box is 

displayed on your screen (Fig 6). 

To update a court case judgement 

information, click on the update court case 

judgement sub-menu, this will display a 

search screen where a case number is inputted 

to display the case information for that case 

number to enable the user effect an update to 

a court case judgement via an update button 

(Fig 7). 

To display a court case information 

report, click on court case info submenu, this 

will display the court case information report 

screen. The user will be expected to input a 

court case number to search for the court case 

information associated with that case number, 

if found, a report is displayed on the screen 

(Fig 8). 

To display a daily case calendar, click on 

daily case calendar sub-menu, this will 

display the screen for the user to input the 

required court date. The user invokes a search 

by clicking on the search button, a sample 

calendar report which matches the user 

specification is displayed (Fig 9). 
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Fig 4: Court case information update window Fig 5: Court case information delete window 

 

 

 

 

 

 

Fig 6: No records found alert message box window Fig 7: Court case judgement update window 

  

Fig 2: Main menu window of the 

Computerized legal information management 

system 

Fig. 3: Register a new court case 

information window 
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Fig 8: Court case information report window  Fig 9: Case Calendar report window  

 

6. CONCLUSION 

In this study, a framework for the design and 

implementation of a Computerized Legal 

Information Management system for Federal 

High Court, Benin was presented.  

Questionnaires/Personal interviews were 

used to ascertain the efficacy of the manual 

legal record keeping process from a randomly 

selected sample of Judiciary and legal staff of 

the Federal High Court, Benin.  The 

implementation of this system will 

immensely help to alleviate the sufferings of 

judicial staff of the Federal High Court Benin 

from the existing manual system with respect 

to prompt processing of legal information 

which would in turn hasten court proceedings 

as much as provide quicker and fairer judicial 

decisions. Once the system is used according 

to specification with the validations checks in 

place the system will undoubtedly work 

perfectly for system users.  Further research 

work in this direction can be done by adding 

more features to enhance the system further. 
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Appendix A: Research Questionnaire 

This questionnaire is designed to establish the  need for a Computerized Legal 

Information Management System in Nigeria. Kindly answer the questions carefully and 

sincerely by ticking the appropriate space provided. 

Section A: BACKGROUND INFORMATION OF RESPONDENTS 

 

1. Gender: Male(  )    Female(  ) 

2. Age 21-30(  ) 31-40(  ) 41-50(  )  51 & above (  ) 

3. Department   ……………………………………………………………… 

4. Section ……………………………………………………………………. 

5. Highest Qualification:    Bachelor‟s Degree(  )  Masters(  )   PhD(  )        

           Others(   ) 

6. Current Position: Court Secretary (   ) Court clerk (    )  court bailiff(  )               

Magistrate grade 1(  ) Magistrate grade 11(  ) Senior Magistrate grade 11(  )    

Senior Magistrate grade 1(  ) Chief Magistrate grade 11(  ) Chief Magistrate grade 1(  

) Deputy Chief Registrar (  ) Chief Registrar(   ) Chief Judge(    ) 

 

Section B: Which ICT facilities are available in the High Court 

 Computers     Yes (   )  No(   ) 

 Internet Facilities   Yes (   )  No(   ) 

 Digital Camera  Yes (   )  No(   ) 

 Scanner   Yes (   )  No(   ) 

 Projector   Yes (   )  No(   ) 

 Network Printers  Yes (   )  No(   ) 

Section C: Which ICT facilities can you use effectively 

 Computers     Yes (   )  No(   ) 

 Internet Facilities   Yes (   )  No(   ) 

 Digital Camera  Yes (   )  No(   ) 

 Scanner   Yes (   )  No(   ) 

 Projector   Yes (   )  No(   ) 

 Network Printers  Yes (   )  No(   ) 
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Section D: What factors hinder you from using ICT facilities 

S/

N 

Questions Strongl

y Agree 

Agree Undecided Disagree Strongly 

Disagree 

1 Lack of expertise/skills 

required to operate equipment 

     

2 No training on how to use some 

available equipment 

     

3 Lack of confidence in using the 

facilities 

     

4. Unavailability of required ICT 

facilities. 

     

5. Already used to the manual 

process. 

     

6. The fear that computerizing the 

legal process will reduce the 

manual labour. 

     

 

 

Section E: Exploring the weaknesses of the manual processing system 

S/N Question Always Rarely  Not 

Always 

Not 

rarely 

Not at 

all  

1 How often is a new client case 

registered 

     

2 How often are client case files updated      

3 How often are client case files 

removed from their storage location 

     

4 How often do client case files get lost      

5 How often are court summons issued      

6 How often are court warrants issued      
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ABSTRACT 

Human face provides important visual information for gender perception.  Ability to 

recognize a particular gender is very important for the purpose of differentiation. Automatic 

gender classification has many important applications, for example, intelligent user interface, 

surveillance, identity authentication, access control and human-computer interaction amongst 

others. Gender recognition is a fundamental task for human beings, as many social functions 

critically depend on the correct gender perception.  Consequently, real-world applications 

require gender classification on real-life faces, which is much more challenging due to 

significant appearance variations in unconstrained scenarios. In this study, Local Binary 

Pattern is used to detect the occurrence of a face in a given image by reading the texture change 

within the regions of the image, while Naive Bayes Classifier was used for the gender 

classification. From the results obtained, the gender correlation was 100% and the highest 

accuracy of the result obtained was 99%.The system can be employed for use in scenarios 

where real time gender recognition is required. 
 

Keywords: Gender, Local Binary Pattern, Naïve Bayes, Recognition 

 

1. INTRODUCTION 

Gender is a socially constructed definition of 

women and men. Gender can be referred to 

as the array of physical, biological, mental 

and behavioural characteristics which 

differentiates masculinity and femininity [1]. 

Automated facial gender recognition has 

become an interesting and challenging 

research problem in recent years [2].  

 

Nowadays, researchers pay more attention to 

gender recognition in many potential 

application fields such as biometric 

authentication and passive demographic data 

collection.  Gender is one of the important 

demographic features of human being [3]. 

Facial gender classification can significantly 

improve human identification in biometric 

recognition by speeding and increasing the 

accuracy as it reduces the process of 

matching the face in the databases to nearly 

the half and helps in potential applications in 

security industry and human computer 

interaction [2]. 

Although there are diverse parts of the human 

face which can be used to draw out 

conclusion on a particular gender, according 

to biometric identification systems all rely 

upon forms of random variation among 

persons [11]. The more complex the 

randomness the better, because more 

dimensions of independent variation produce 

signatures having greater uniqueness. But 

while desiring maximal between-persons 

THE JOURNAL OF COMPUTER 

SCIENCE AND ITS APPLICATIONS 
Vol. 23,  No 1  June 2016 

mailto:ronke.babatunde@kwasu.edu.ng
mailto:sulaiman.abdulsalam@kwasu.edu.ng
mailto:shakirat.yusuff@kwasu.edu.ng
mailto:akinbowale.babatunde@kwasu.edu.ng


Gender Recognition Using Local Binary Pattern And Naive Bayes Classifier 

R. S. Babatunde., S. O. Abdulsalam, S. R. Yusuff, A. N. Babatunde
 

66 

variability, biometric templates also need 

minimal within-person variability across time 

and conditions.  Gender recognition is one of 

fundamental face analysis tasks. Most of the 

existing studies have focused on face images 

acquired under controlled environment [5], 

[6]. However, real-world applications require 

gender classification on real-life faces, which 

is much more challenging due to significant 

appearance variations in unconstrained 

scenarios. 

Gender classification is an important task 

which in turn can enhance the performance of 

a wide range of applications including 

identity authentication, human-computer 

interaction, access control, and surveillance, 

involving frontal facial images [7].  A large 

majority of gender classification approaches 

are based on extracting features from face 

images and then giving these features to a 

binary classifier [13]. 

The face of human beings tells us a lot about 

the identity and emotional state of the person.  

Recognizing the human face has been a 

fascinating and challenging problem, and has 

brought about relevant applications in many 

areas such as authentication for banking, 

security system access, and personal 

identification among others [8]. 

Local Binary Pattern (LBP) is a textural 

feature extractor that gives a facial 

representation which is independent of 

expression and pose artefact.  The LBP 

operators are easy to compute hence they are 

suitable for real time application.  LBP is 

robust to texture feature description and 

capable of representing a face in a form in 

which illumination variations are suppressed 

[9].  At a given pixel position (  ,   ), LBP 

is defined as an ordered set of binary 

comparisons of pixel intensities between the 

center pixel and its eight surrounding pixels. 

The decimal form of the resulting 8-bit word 

(LBP code) can be expressed using Eq. 1: 

      ,    ∑         
 
     )    (1) 

where     corresponds to the grey value of 

the center pixel (  ,   ),     to the grey 

values of the 8 surrounding pixels. 

Naive Bayes is a classification technique 

based on Bayes’ Theorem with an assumption 

of independence among predictors [10]. In 

simple terms, a Naive Bayes classifier 

assumes that the presence of a particular 

feature in a class is unrelated to the presence 

of any other feature.  Naive Bayes model is 

easy to build and particularly useful for very 

large data sets. Along with simplicity, it is 

known to outperform even 

highly sophisticated classification methods 

(Sunil, 2015).Bayes theorem provides a way 

of calculating posterior probability P(c|x) 

from P(c), P(x) and P(x|c) as shown in Eq.2. 

      
          

    
   (2) 

where        is the posterior probability of 

class (c, target) given predictor (x, 

attributes),      is the prior probability of 

class,        is the likelihood which is the 

probability of predictor given class and      
is the prior probability of predictor. 

 

Bayesian classifiers are statistical classifiers. 

They can predict class membership 

probabilities, such as the probability that a 

given sample belongs to a particular class. 

Naive Bayesian classifiers assume that the 

effect of an attribute value on a given class is 

independent of the values of the other 

attributes.  A major advantage of the Naive 

Bayes is its efficiency in Real time 

Prediction. It is a fast eager learning 

classifier, thus, it could be used for making 

predictions in real time [11]. 

 

This paper aimed at developing an improved 

gender recognition system which employs 

the use of LBP to track the occurrence of a 

face in an image and Naïve Bayes Classifier 

for the recognition of gender. 

2. RELATED WORKS 

Gender recognition systems have been in 

existence over the years and various 

researchers have brought about the use of 

various algorithms in order to improve gender 

recognition [12]. Many techniques have been 

used for extracting discriminative features 

from facial images, which can be broadly 

mhtml:file://C:/Users/user1/Desktop/Gender/6%20Easy%20Steps%20to%20Learn%20Naive%20Bayes%20Algorithm%20(with%20code%20in%20Python).mht!https://en.wikipedia.org/wiki/Bayes%27_theorem
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classified into either geometric and 

appearance based methods [13].  [14] 

demonstrated that geometric feature-based 

methods provide similar performance to 

appearance-based approaches.  

 

[4] investigated the fusion of both global and 

local features for gender classification. 

Global features were obtained using the 

principal component analysis (PCA) and 

discrete cosine transformation (DCT) 

approaches. A spatial local binary pattern 

(LBP) approach augmented with a 

two-dimensional DCT approach was used to 

find the local features. The performance of 

the proposed approach was investigated on 

Face Recognition Technology (FERET) 

database. The approach gives a recognition 

accuracy of 98.16% on FERET database. 

Comparisons with some of the existing 

techniques revealed a remarkable reduction in 

number of features used per image to produce 

results more efficiently and without loss of 

accuracy for gender classification.  

 

[15] investigates gender recognition on 

real-life faces using the recently built 

database, the Labelled Faces in the Wild 

(LFW). Local Binary Patterns (LBP) was 

employed to describe faces, and Adaboost 

was used to select the discriminative LBP 

features. The research obtained the 

performance of 94.81% by applying Support 

Vector Machine (SVM) with the boosted LBP 

features. The public database used in this 

study makes future benchmark and evaluation 

possible. 

 

[16] developed an automatic gender 

recognition algorithm based on machine 

learning methods. Their work consists of two 

stages: adaptive feature extraction and 

support vector machine classification.  The 

gender recognition algorithm was based on 

non-linear SVM classifier with RBF kernel. 

To extract information from image fragment 

and to move to a lower dimension feature 

space, an adaptive feature generation 

algorithm which was trained by means of 

optimization procedure according to LDA 

principle was used.  The results obtained 

show a recognition performance of 91% on a 

database size of 5000 people and 79.6% on 

database size of 400. 

 

[17] developed an Advanced Biometric 

Identification on Face, Gender and Age 

Recognition (ABIFGAR)algorithm for face 

recognition.  The system yields good results 

on both large and small training set. It works 

with a training set as small as one image per 

person. The process consists of three phases: 

Preprocessing, Feature Extraction and 

Classification. The geometric features from a 

facial image were obtained based on the 

symmetry of human faces and the variation of 

gray levels, the positions of eyes, nose and 

mouth are located by applying the Canny 

edge operator. The gender and age are 

classified based on shape and texture 

information using Posteriori Class Probability 

and Artificial Neural Network respectively. It 

was observed that the face recognition is 

100%, the gender and age classification is 

around 98% and 94% respectively. 

[2] developed a facial gender recognition 

system using Eyes Images. In their research, 

feature extraction technique works only with 

eye and eyebrows region of the person. Three 

methods were used for feature extraction, 

which include 2D-Wavelet Transform, DCT 

and GLCM. SVM was used in the 

classification.  The result from the feature 

extraction methods were compared and DCT 

gave the best recognition results over the two 

other methods on Face94 database used in the 

experiment 

Although, numerous researches, including 

[12], [13], [15], obtained arguably high 

accuracy from images fetched from databases 

such as the Ferret database and Local Wide 

database, which undoubtedly would take a 

couple of seconds to fetch the image from the 

database. However, recognition systems are 

mostly effective in real-time scenarios such as 

authentication for banking, security system 

access, and personal identification where 

decisions are expected to be made in matter of 

nanoseconds  
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3. METHODS 

The gender recognition system developed in 

this research consists of three main stages, 

which are: 

3.1. Face tracking:  

This involves determination of occurrence of 

face within an input set of image. Local 

Binary Pattern (LBP) was used for face 

tracking because of its robustness to texture 

feature description and capability to represent 

a face in a form in which illumination 

variations are suppressed [18].  The LBP 

was used to detect the occurrence of a face in 

a given image by reading the texture change 

within the regions of the image. Details of the 

operation of LBP can be found in [5]. Since 

the system uses a video stream, the 

occurrences of faces are being tracked using a 

green outline. 

Once the LBP finds the occurrence of a face 

within the picture frame, a light-green 

boundary is created to map out the face 

region. From the mapped out region, the 

anthropometric measurements are being 

taken. These measurements constitute the 

global features used which include: 

(i) Inter-ocular distance: The distance 

between the midpoint of right eye and 

midpoint of left eye in the face image. 

(ii) Nose to Eyes: The distance between Nose 

tip to inter-ocular distance in the facial 

image.   

(iii)Lips to Nose: The distance between nose 

tip and the midpoint of the lips pixel in the    

facial image.  

(iv) Lips to Eyes: The distance between lips 

midpoint to inter-ocular in the facial 

image.   

After the measurement is generated, the 

distance formula as used by [1]was then used 

to calculate the ratio of each face. Four major 

ratios are being calculated using Eqs. 3, 4, 5 

and 6 to obtain the anthropometric 

measurements as itemised previously. 

        
                              

                    
 (3) 

        
                    

                    
      (4) 

        
                              

                    
 (5) 

        
                    

                    
       (6) 

Once the face(s) has been tracked, there is 

need to bring out the discriminative features 

which are to be used in the gender 

recognition. From the face detected, the 

features needed which comprises of the eye 

region to the chin region as obtained from the 

four ratios in the above equations are passed 

on to the naïve bayes classifier. The prior 

probability is first calculated for both the 

male and the female which is then followed 

by the likelihood of both genders. Once this is 

done, each gender is calculated with respect 

to X which is the unknown and which forms 

the basis of our classification. The highest of 

the two becomes our classified gender. 

The standard threshold values for female and 

male as illustrated by [1] are: 

ratio1>=1.1000&&ratio2>=0.7450||ratio3<=

1.3714&&ratio4>=0.6404and ratio1<=1.09 

&&ratio2<=0.7440 || ratio3>=1.3714 

&&ratio4<=0.6400 respectively. 

To obtain the prior probability, all the four 

ratios are considered. The prior probability of 

male was obtained by dividing the value 

obtained for male attribute based on the 

threshold earlier stated by the total number of 

ratios which is four.  The prior probability 

for female is also calculated likewise as 

shown in Eq. 7 and 8. 

                          
                         

                     
  (7) 

                            
                           

                     
   (8) 

Having formulated our prior probability, we 

obtain the likelihood. The attributes are 
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restricted to only Ratio 1 and Ratio 2 and 

these ratios are regarded as X. The likelihood 

is calculated using Eq. 9 and 10. 

 

                            

                   

                          
    (9) 

 

                              

                     

                            
 (10)  

The final classification was carried out by 

combining both sources of information, i.e., 

the prior and the likelihood, to form a 

posterior probability.  Therefore, after 

obtaining the likelihood, the product of both 

the likelihood and the prior probability was 

calculated for both gender and the highest 

result obtained becomes the outcome of the 

recognition. 

3.2 Classification 

This stage basically involves deciding which 

gender the face that has been detected falls 

into based on the likelihood, after the face 

detected has been thoroughly evaluated by the 

naïve bayes classifier using the Bayesian 

theorem.  

Figure 3.1 shows the model for the gender 

recognition system. The face tracking was the 

first operation to be performed which was 

carried out using LBP. Next is the 

anthropometric feature measurement and the 

distance computation. The result from the 

distance calculation is then further passed on 

to the naïve bayes classifier which decides the 

outcome of the recognition based on the 

highest probability of either a male or a 

female gender. The gender recognition 

system was developed using C# 

Programming Language. Face images were 

trained in real time.  The face images were 

then saved in a database which was built 

using MySQL.   

 

 

     

     

     

 

 

 

 

 

 

    Fig. 3.1: Gender Recognition Model. 

The GUI for the developed system is shown 

in Figure 3.2.  The interface comprises of 

three main buttons. 

i. A start button which is used to trigger 

the web cam in other to get the frame of 

an image. 

ii. A save button which is used to save 

trained data 

iii.  A training set button which can be used 

to fetch and view all saved trained 

images. 

The interface also contains a label which is 

used to indicate the gender and the accuracy 

of the result in percentage. Once the start 

button is clicked from the interface, the 

webcam is triggered and once it is active, the 

detection process begins. When a face is 

detected from an image frame, a green box 

outline is drawn on the detected face and the 

gender in turn is immediately recognized. 

Then the save button will have to be used in 

order to save the trained face to the database. 

FEMALE 

FACE TRACKING USING LBP 

MALE 

DECISION 

ANTHROPOMETRIC 

MEASUREMENT 

DISTANCE 

COMPUTATION 

CLASSIFICATION USING NAÏVE 

BAYES 
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Fig. 3.2: Recognition System Interface 

The application which is an executable file 

must run on a computer system with webcam 

capability which can either be an inbuilt 

webcam or an attached webcam and running 

windows operating system ranging from 

windows vista, Windows 7, Windows 8, 

Windows 8.1 or Windows 10 with Microsoft 

.net Framework 2.0 or 3.5. Furthermore, the 

application can be run on either 64-bits or a 

32-bits system.  

4. RESULTS AND DISCUSSION 

This study was experimented on real time 

training of some set of facial data obtained 

from students of Computer Science 

Department of Kwara State University, 

Malete. The images were captured in real 

time via webcam whereby an individual is 

made to position his/her self in front of the 

system to acquire a frame. A green outline on 

the face region indicated a tracked face in the 

given frame. The gender recognition takes 

effect in matter of nanoseconds once the face 

is detected.  

From the various results obtained, the gender 

of the trained data was detected accurately in 

terms of whether the person is a male or a 

female but the percentage accuracy of the 

gender detected is mainly dependent on the 

image quality in terms of the resolution and 

the illumination of the image and also 

sometimes due to variation in facial pose. The 

greater the illumination, the greater the 

accuracy obtained. Figure 4.1 shows the 

accurate detection of female face which was 

trained in a low illuminated environment.  

 

Fig. 4.1: Female training set(a) 

It can be observed that the system had the 

right gender correlation but with an accuracy 

of 94% due to the low illumination as at the 

time the face data was trained.  

Figure 4.2 shows the recognition of the same 

person previously shown in Figure 4.1 but 

with a lower accuracy, also with the correct 

gender correlation. It can be observed that 

there is slight decrease in the illumination and 

also the distance between the person and the 

camera has changed a bit. The illumination 

and camera distance factor only affects the 

accuracy of the gender recognition and not 

the gender correlation in particular. 

 

Fig. 4.2: Female training set(b) 

From Figure 4.3 which captures the face of 

the same person as previously shown in 

Figure 4.1 and 4.2, it can be seen that the face 

has drawn closer compared to Figure 4.1 and 

the illumination has increased. This has 

caused the system to acquire a greater 
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accuracy. 

 

Fig. 4.3: Female training set (c) 

Figures 4.4, 4.5, 4.6 and 4.7 shows the testing 

of a male student with a 99% accuracy and 

correct gender recognition all through the 

various positions of capturing in terms of 

distance from the camera, slight head poses, 

but under the same condition of illumination.  

It can be deduced from the result obtained in 

the simulation that the quality of the image in 

terms of resolution and distance of image 

from camera (i.e. distance of capture) is not a 

major factor when it comes to the gender 

correlation.  

 

Fig. 4.4: Male training set (a) 

 

Fig. 4.5: Male training set (b) 

 

Fig. 4.6: Male training set (c)  

     

Fig. 4.7: Male training set (d) 
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However, different poses, illumination 

variation and facial expression might have a 

slight effect on the accuracy of the gender 

recognition as seen in the Figure 4.8 and 4.9. 

 

Fig. 4.8: Male training set(e)  

    

Fig. 4.9: Male training set(f) 

5. CONCLUSION 

This paper developed an automatic system 

capable of recognizing people’s gender. From 

the results obtained, it can be deduced that the 

gender correlation is 100% and the accuracy 

of the result obtained is 99%, which is a great 

achievement being a system working in real 

time situation. Such systems can find useful 

application in different fields, such as 

robotics, human computer interaction, 

demographic data collection, video 

surveillance, security access control and the 

banking system.  Further research can 

include the recognition of gender with high 

angular face pose and 3D faces. 

 

ACKNOWLGEMENT 

Special thanks to the Students of Kwara 

State University, Malete, Nigeria for their 

full support and cooperation during the 

capturing and testing of face images 

 

 

  



The Journal of Computer Science and Its Applications  Vol. 23, No 1  June 2016 

 

73 

6.  REFERENCES 

[1] Kalam, Swathi & Guttikonda, Geetha. 

(2014). Gender classification using 

geometric facial features. 

International Journal of Computer 

Applications, vol. 85 No.7.  

 

[2] Alrashed, H. F., & Mohamed, B. A. 

(2013). Face gender recognition using 

eye images. InternationalJournal of 

Advanced Research in Computer and 

Communication Engineering, 2. 

 

[3] Manoj, B., Pulkit, R., Annu, G. M., & 

Harsha, J. (2015).A Survey Paper on 

the Gender Recognition Techniques. 

Applications of Computers and 

Electronics for the Welfare of Rural 

Masses (ACEWRM). pp.22-25. 

 

[4] Hussain, Mirza A. Almuzaini M. M., 

Muhammad H., G., , H Aboalsamh., 

and Bebis, G. (2013). Gender 

Recognition Using Fusion of Local 

and Global Facial Features. 

Springer-Verlag Berlin Heidelberg. 

Part II, LNCS 8034. 493–502. 

 

[5] Babatunde, R.S., Olabiyisi, S.O., 

Omidiora, E.O., Ganiyu, R.A., & 

Isiaka, R.M. (2015). Assessing 

theperformance of Random 

Partitioning and K-Fold Cross 

Validation methods of evaluation of a 

Face Recognition System. Advances 

in Image and Video Processing, 3 (6), 

19-26. 

 

[6] Choon, B. N., Yong, H. T., & Bok, 

M. G. Vision-based Human Gender 

Recognition: A Survey. Retrieved 

online at 

https://arxiv.org/ftp/arxiv/papers/120

4/1204.1611.pdf 

 

[7] Juan, E. T., Claudio, A. P. & Kevin, 

W. B. (2014). Gender classification 

from iris imagesusing fusion of 

uniform local binary patterns. IEEE 

Transaction on Forensics and 

Security. 

 

[8] Tri, H., Rui, M., & Jean-Luc, D. 

(2012). An efficient LBP-based 

descriptor for facial depth images 

applied to gender recognition using 

RGB-D face data. Department of 

multimedia communications. Sophia 

Antipolis. Available at 

http://dx.doi.org/10.1007/978-3-642-

37410-412 

 

[9] Huang, D. S., Caifeng, Ardabilian, 

M., Wang, Yunhong, & Chen, L. 

(2011). Local Binary Patterns and Its 

Application to Facial Image 

Analysis: A Survey. IEEE 

Transactions on Systems, Man and 

Cybernetics, Part C: Applications 

and Reviews, 41 (6), 765-781. 

 

[10] Chai, K., Hn, H.T., Chieu, H. L. 

(2002). Bayesian Online Classifiers 

for Text Classification and Filtering.  

Proceedings of the 25th annual 

international ACM SIGIR conference 

on Research and Development in 

Information Retrieval, 97-104. 

 

[11] Sunil, R. (2015). 6 Easy Steps to 

Learn Naive Bayes Algorithm - with 

code in Python. Available online at 

http//www.analyticsvidhya.com/blog/

category/python-2/  

 

[12] Lian, H., & Lu, B. (2013). Multi-view 

gender classification using local 

binary patterns and support vector 

machines. Department of computer 

science and engineering, Shanghai: 

Shanghai JIAO tong university. 

 

[13] Muhammad, H., Ihsan, U., & Hatim, 

A. A. (2013). Gender recognition 

from face images with dyadic wavelet 

transform and local binary pattern. 

International journal on artificial 

intelligence tools, 22 (6), 1-18. 

 

[14] Valstar, M. F., Jiang, B., Mehu M., 

Pantic, M., & Scherer, K. R. (2011). 

The First Facial Expression 

https://arxiv.org/ftp/arxiv/papers/1204/1204.1611.pdf
https://arxiv.org/ftp/arxiv/papers/1204/1204.1611.pdf
http://dx.doi.org/10.1007/978-3-642-37410-412
http://dx.doi.org/10.1007/978-3-642-37410-412


Gender Recognition Using Local Binary Pattern And Naive Bayes Classifier 

R. S. Babatunde., S. O. Abdulsalam, S. R. Yusuff, A. N. Babatunde
 

74 

Recognition and Analysis Challenge. 

IEEE Int'l. Conf. Face and Gesture 

Recognition(FG'11). 

 

[15] Shan, C. (2011). Learning local binary 

patterns for gender classification on 

real-world face images. Pattern 

recognition letters, 33. 1-12 

 

[16] Khryashchev, V., Priorov, A., 

Shmaglit, L., & Golubev, M. (2012). 

Gender Recognition via Face Area 

Analysis. Proceedings of the World 

Congress on Engineering and 

Computer Science, San Francisco, 

USA. Vol 1 pp1-5. 

 

[17] Jeganlal, R., Gopi, V., & Rajeswari, S. 

(2013). Robust automatic face, gender 

and age recognition using ABIFGAR 

algorithm. International journal of 

emerging trends in Electrical and 

Electronics (IJETEE), 4(2), 41-44. 

 

[18] Ramchand, H., Narendra, C., & 

Sanjay, T. (2013). Recognition of 

facial expressions using local binary 

patterns of important facial parts. 

International journal of image 

processing (IJIP), 7 (2), 1-3. 

 

[19] Bansal, A., Agarwal, R., & Sharma, 

R.K. (2014). Predicting gender using 

iris images.  Research Journal of 

recent sciences, 3(4), 21-26. 

 

[20] Brian, O., & Kaushik, R. (2013). 

Facial recognition using modified 

local binary pattern and randomforest. 

International journal of artificial 

intelligence & applications (IJAIA), 4 

(2), 25-33. 

 

[21] Christoper, M. B., (2006). Pattern 

recognition and machine learning. 

Information science and statistics, 

Cambridge: Microsoft Research 

Laboratory Ltd. 

 

[22] Gupta, Varsha, & Sharma, D. (2014). 

A study of various face detection 

methods. InternationalJournal of 

Advanced Research in Computer and 

Communication Engineering, 3(5). 

 

[23] Nils, J. N. (2005). Introduction to 

machine learning. Department of 

Computer Science, Stanford: 

Stanford University. 10-12. 

 

[24] Rahim, A., Hossain, N., Wahid, T., & 

Azam, S. (2013). Face recognition 

using local binary patterns (LBP). 

Global journal of computer science 

and technology graphics & vision, 13 

(4), 1-9. 

 

 

  

 

 

 

                          



75 

 

THE JOURNAL OF COMPUTER 

SCIENCE AND ITS APPLICATIONS 

Vol. 23,   No 1   June 2016 
 

OVERVIEW OF NOSQL AND COMPARISON WITH 

SQL DATABASE MANAGEMENT SYSTEMS 
  

V.E. Ejiofor 
1 *

, K.K. Okeke
 2
 

1
Department of Computer Science, Nnamdi Azikiwe University, Awka P.M.B 5025, Nigeria 

2
Department of Computer ScienceNnamdi Azikiwe University, Awka P.M.B 5025, Nigeria 

 1
Email: ve.ejiofor@unizik.edu.ng  

2
Email: kenechu.okeke@gmail.com 

 
ABSTRACT  

The increasing need for space in the database community has caused the revolution named 

NoSQL ‗Not Only SQL‘. With recent advancements in technology, key industries like 

Amazon, Google and Facebook have sought out other means to manage their resources 

'effectively'. This perpetual need for robustness, cost effectiveness, flexibility, with no 

ambiguity (due to the volume of data involved) has moved the database industry to another 

phase which is the NoSQL database management system. SQL (Structured Query Language) 

while still holding usefulness for its ability to provide a highly consistent system still appeals 

to its users but both systems (SQL and NoSQL) have their various limitations which in the 

research and business community have caused a divide which we would call the Pro-SQL and 

Pro-NoSQL split. This division has made schemas/tables less and more important because 

NoSQL system represents a need for availability of data while SQL favours consistency. 

Both systems can still provide satisfaction for a user with clear understanding of what they 

stand for. This research has adopted an object-oriented analysis approach as the methodology 

and this has been used to exemplify the various techniques and systems (SQL and NoSQL). 
 

Keywords: Availability; Consistency; Data storage; NoSQL; SQL 
 

1. Introduction 

This investigation discusses NoSQL 

databases in detail with the view of finding 

out the need for their development, their 

relevance or benefits which led to their 

creation and what informed the choice of 

users to opt for NoSQL databases over the 

relational databases and also their 

limitations or shortcoming. Also the 

research looked to discover whether NoSQL 

databases are replacements for the relational 

databases or whether they could co-exist 

while still maintaining the different features 

which make them unique for the different 

purposes they serve.  

 

1.1Overview of NoSQL Database 

[1], described NoSQL as a distributed 

database system which does not require SQL 

(structured Query Language), does not have 

static table schemas, with no joins and can 

be horizontally scaled. It might also be 

open-source. 

According to [2], the recent migration for 

production purposes by some leading brands 

like Amazon and Google from relational to 

NoSQL databases is as a result of its ability 

to handle unstructured data such as word-

processing files, e-mail, multimedia, and 

social media efficiently. The growing need 

of companies and database users for 

alternative options for their storage needs 

has moved developers to invent NoSQL 

databases. Different NoSQL databases use 

different approaches but they all have the 

same end purpose in common which is that 

they are not relational.  The invention of 

NoSQL databases eliminates the need for 

the use of structured query language (SQL) 

which is the programming language used for 

querying and updating relational databases.  

NoSQL systems have been introduced as 

viable options to combat the issue of large 

data sets. These data sets can come in 
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unstructured or semi-structured forms 

thereby rendering the well-defined data type 

formation of the SQL systems impractical 

for the storage of these sets of data. The 

need for fast storage and high availability of 

data with subsequent faster retrieval of the 

stored information also aided the concept of 

NoSQL and big data systems development.  

 

1.2 The Need for NoSQL Databases 

According to [3], NoSQL DB is primarily 

arranged in uncorrelated tables. This allows 

for a multifaceted and fundamentally 

relational data model which is compacted 

and partitioned in various NoSQL tables. 

Two different partitioning policies are 

possible, vertical partitioning where each 

column of a high level relational table is 

stored into a separate NoSQL table and 

horizontal partitioning (sharding) where 

different sets of values are stored in different 

NoSQL tables. The NoSQL database allows 

both forms of partitioning. 

 

NoSQL enables better and improved 

performance which is very important for 

applications with large volumes of data. Big 

companies like Amazon and Google have 

developed their own NoSQL database 

versions to hold their growing data and 

infrastructure needs. Amazon has developed 

the Dynamo distributed NoSQL system 

which uses SimpleDB as the web interface 

while Google has the Big Table NoSQL 

database and this has gone a long way in 

inspiring the development of new NOSQL 

applications. The high-performance 

Cassandra was developed by Facebook to 

help power its website while Apache created 

the CouchDB as an open source system 

which is very scalable and could be accessed 

from any browser. These various databases 

were created to meet various needs by the 

developers and this is as a result of the 

development of the web2.0 technology 

where relational databases cannot be used to 

perform multi-table join queries where 

massive data is involved [4]. As stated by 

[1], NoSQL databases offer high 

performance both in terms of speed, size and 

high availability at the expense of losing the 

ACID (Atomicity, Consistency, Isolation 

and Durability) properties which are the 

major characteristics of the relational 

database model. This system is modelled to 

basically comply with features of key-value, 

column-orientation, document-store and 

graph databases. Different NoSQL databases 

make use of these properties based on the 

need of the developer and according to the 

purpose which the system is built to serve.  

 

1.3 Comparison of SQL and NoSQL 

Databases 

The traditional databases which are known 

as relational databases have some qualities 

which are attributed to them like atomicity, 

consistency, isolation and durability. Also 

they have the attribute of big feature set. 

According to [5], this ACID model of the 

relational database ensures the database is 

very reliable and can perform optimally with 

the transactions fully committing or none at 

all. [6]Argued that the data model in the 

relational databases which is normalised and 

its full support for the ACID properties can 

affect the performance of the database 

negatively when used for recent web 

activities like Facebook as joins and locks 

cannot perform well in a distributed 

environment. Joins also consume 

considerable resources to implement and are 

costly to write, debug and maintain [7]. SQL 

systems offer superior consistency/isolation 

as opposed to the NoSQL system which 

trades consistency for availability. This is 

due to real-time needs of day-to-day users 

who require response to answer for 

transactions being performed [8]. Relational 

databases are good for their provision of 

data integrity and offer of big feature set 

which is not an attribute of the NoSQL 

databases and which is due to the cost and 

complexity which are attached to these 

features [9]. Data integrity and the offer of 

big feature set, key attributes of relational 

databases, are a handicap of NoSQL 

databases. As argued by [6], the provision of 

the large feature set by the relational model 

can amount to needless overhead when the 
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query is being performed for simple tasks 

such as logging. According to [10], other 

advantages of the NoSQL database are its 

ability to read and write data quickly and 

support for mass storage, ease of expansion 

and low cost. In spite of these benefits, there 

are some inadequacies linked to NoSQL 

databases which are;  

Lack of support for SQL (Structured Query 

Language): the SQL is the industry standard 

for querying and updating a database and the 

NoSQL systems do not make use of it.  

Lack of transactions: transactions are the 

basic unit of work of a database. In the 

NoSQL model, there are no transactions 

which could be used to assess the 

functioning of a database. 

Another setback of the traditional database 

is its inability to perform large amounts of 

read and write concurrently [1]. Being a 

very consistency conscious database, the 

relational database performs its read/write 

operations slowly to ensure there is no loss 

of information [11]. 
 

Table 1: Example of a structured database table for student records in Relational database 

 

Student 

id 

First Name Last Name Module Title Module Code 

1 kene  Okeke Advanced Database CSC701 

2 Josh Chukuka Evolutionary 

Computation 

CSC772 

3 Emma Ojei Intelligent Agent Technology CSC762 
 

The student records table is fully normalised which 

means it is in third normal form and there is no 

existence of transitive dependencies within this 

relation. Data is held in rows in this table and there 

are different constraints applied to ensure integrity of 

this table. For example there is a primary key 

constraint (number (10) on the student id row which 

means number cannot exceed 10. Also because the 

student id is the primary key, the values of all the 

other attributes: first name, last name, module title 

and module code are functionally dependent on it. 

 

Drop table student records; 

Create table student records 

(Student id number (10) not null primary key, 

 

First name varchar2(15) not null, 

Last name varchar2(15) not null, 

Module Title varchar2(25) not null, 

Module Code varchar2(10) not null); 

 

Commit; 

Insert into student records values (1, ‘Kene’, 

‘Okeke’, ‘Advanced Database’, ‘CSC701’); 
SELECT student id, first name, last name, module 

title, module code 

From Student records 

Where code = ‗CSC772‘Example of Table creation 

and query in ORACLE SQL 

 
Table 2: Example of unstructured data for student records 

Key: 1 ID: sg First Name:  Kene 

 

Key: 2 Email: research.compute@gmail.com Location: Awka Age: 23 

    

Key:3 Facebook ID: dashing Password: brvd Name: 

Emma 

 

Data for student records is unstructured. There is no 

defined schema holding the values together. For 

example in key:1 there is ID:sg and First Name: Kene 

while key:2 holds values for Email, location and Age. 

Values can be generated using the keys. The contrast 

between the structured and unstructured model is that 

the different entities like ID, First Name, location and 

Age would be created for both key 1 and 2 in the 

structured table to ensure integrity of the keys.   

 

Syntaxes in MongoDB NoSQL 
db.student_records.insert( { 'student_id': 1, 

'first_name': Kene', 'last_name': 'Okeke', 

'Module_title': 'Advanced Database', 'Module_code': 

'CSC701' } );//used to insert and save data// 

db.student_records.find(); //This is the select function 

in MongoDB database and can be used    

  for data retrieval// 

db.users.find()sort( {―module_code‖: 1} ); //This is 

an equivalent of the 'where' clause in SQL//   

mailto:research.compute@gmail.com
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db.student_records.drop(); //This is used to drop a 

table in MongoDB// 

 

1.4 Types of NoSQL Databases 

The NoSQL databases are generally divided across 

four major categories and they are the key-value-

store, the column-family, document-store and the 

graph databases [12]. These databases and their 

various attributes will be discussed in detail below. 

 

1.4.1Key-value Store: The concept of key-value store 

is based on storage of data as a pair; the key and the 

value [5]. The key/value is made up of two columns; 

one column contains the key which represents the 

element while the other is made up of the value 

which is the different parts of the element and they 

are data stored by a primary key [12].As noted by 

[13], NoSQL databases are modelled for improved 

key-value stores. The structure of the key/value pair 

contains one or more attributes which makes it 

similar to the data dictionary model of the relational 

database. Access to the value is gained through the 

association of the key and the value. And the key is 

always uniquely identifiable in a collection [8]. This 

means that there is only one key.      

[10]Identified the key-value model as the 

correspondence or mapping of a value to a key. This 

structure is simplified and allows faster query 

operations and modifications through the primary 

key. Read/write operations are performed faster in 

the key/value pair model as it allows for 

concurrency.[14]Noted that access to the key/value 

pair is purely through the primary key using methods 

such as PUT/GET/DELETE.  

 

1.4.2Example of Key-value store (Redis) 
Redis is an example of the key-value store type of 

NoSQL database.[7], described Redis as a key-value 

store NoSQL system with in-built memory, which 

offers high availability, can perform backup and 

recovery and has support for ACID transactions due 

to its use of primary key. [10], identified several 

features of Redis as; periodic asynchronous caching 

to hard disk after the data has been committed to 

memory which is in-built in the Redis system and 

support for various operations like List and set which 

help in maintaining accuracy within the model. 

[10]Further noted that the Redis system can only hold 

a maximum value of up to 1GB and the main 

shortfall is its use of physical memory which has low 

capacity and therefore cannot be used for storage of 

big data. This lack of capacity for storage of big data 

reduces performance due to poor scalability of the 

system.  

 

 

 

Table 3: Example of Data Representation in Key-

value store 

KEY VALUE 

1 Student Id: 1, Name: Kene Okeke, 

Year:2015/2016, 

Module title: Advanced Database, 

Module code: CSC701 

2 Student Id: 2, Name: Josh Chukuka, 

Year:2016/2017, 

Module title: Evolutionary 

Computation, Module code: 

CSC772 

3 Student Id: 3, Name: Emma Ojei, 

Year:2017/2018, 

Module title: Advanced Database, 

Module code: CSC701 
 

The table above has all the values held in the key and 

the value columns. For example, Key 1 is paired with 

values for student id, name, year, module title and 

module code which are in the Value column. The key 

is used to insert, generate and delete the information 

in the value column.  

 

1.5 Column-family: this type of NoSQL database 

adopts the vertical partitioning type of storage model 

where data are modelled to fit into columns of 

different NoSQL tables which make it similar to 

relational database model [3]. This technique allows 

data to be accessed through columns or column-

groups. The difference between the column-store and 

the relational model is that tables are stores in rows 

for the relational database while column-oriented 

NoSQL databases store data in detached NoSQL 

tables.[3]Opined that the difference between these 

two models of data segregating is based on their 

physical infrastructural layout where data is stored in 

rows in the horizontally partitioned model and the 

column family databases where storage of data is in 

columns. 

 

1.5.1 Example of Column-family (Cassandra) 
As stated by [15], Cassandra is an open source 

database that is eventually consistent and follows the 

key-value store arrangement while providing high 

scalability across a distributed system. 

Cassandra performs more write operations than it 

does read operations. This write operation is 

performed without checking the consistency state of 

the database and uses system versioning process of 

data to guarantee consistency when carrying out read 

operation. This leads to a reduced consistency level 

in the database [5]. 

 
 

 



The Journal of Computer Science and Its Applications  Vol. 23, No 1  June 2016 

 

79 

 

Table 4: Example of data representation in Column-store Database 

Student Id 1 2 3 

Name  Kene Okeke Josh Chukuka Emma Ojei 

Year 2015/2016 2016/2017 2017/2018 

Module title Advanced 

Database 

Evolutionary 

Computation 

Intelligent Agent Technology 

Module 

code 

CSC701 CSC772 CSC762 

 

Data are stored in columns in this model. The student 

id row holds 1, 2, and 3 as its values. Under Name, 

there is Kene Okeke, Josh Chukuka and Emma Ojei 

in the name column, Year has 2015/2016, 2016/2017, 

2017/2018, Module title is composed of Advanced 

Database, Evolutionary Computation and Advanced 

Database and Module code has CSC701, CSC772 

and CSC701. The information in these columns 

would have been normalised and stored different in a 

relational database as all the information would be 

saved in rows. 

 

1.6Graph-oriented Databases 
[16]Defined graph-oriented NoSQL database as the 

interconnection between vertices (nodes) which are 

linked by lines from edges. This is the joining of 

nodes to edges to produce an element. The nodes 

form the graph when they are linked with 

relationships. This relationship between different 

nodes is what produces the graph and two different 

nodes; the start node and end node are joined together 

by a relationship. [12], further defined graph database 

as an arrangement of nodes, edges and properties to 

represent and hold data. This feature enables graph 

database to hold complex relationships which are 

difficult to absorb in other databases like the many-

to-many relationships. As posited by [17], graph 

databases represent data in their natural format using 

graphical forms which show better representation 

rather than tabular forms. This eliminates impedance 

mismatch (incompatibility of database with 

programming language) which is the problem mostly 

associated with the object-relational systems which 

stores data in tabular form.  

According to [8], the graph database faces the most 

challenge amongst the NoSQL databases due to its 

lack of support for horizontal partitioning. The 

horizontal partitioning which is one of the major 

attributes of the NoSQL databases cannot be 

performed in graph databases. This has been 

identified as a drawback in the graph-oriented 

NoSQL systems. The graph systems according to [7] 

are composed of relationships which are either static 

or dynamic. These relationships show connections 

between objects which is known as connected data 

for example Google and Facebook are connected 

data. They further claimed that graph systems have 

built-in access control systems used for authorisation 

on subsystems for applications designed for large 

number of end-users for/ example airlines and 

healthcare industries. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Example of Graph Database: Neo4j 
 

 

 

[17], described the Neo4j as NoSQL model which is 

written in Java and complies with ACID properties 
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which means it is transaction compliant. The nodes 

and edges which connect to the node form the 

network structure and are equivalent to the entities 

and relationships of the relational database model. 

Neo4j as described by [7] is highly scalable and has 

persistent in-built memory which can be used for 

clustered systems for both single and distributed data 

centres. 

 

1.7Document-store Databases 
Document-store databases are primarily developed 

for large data storage. It a schema-free type of 

NoSQL database which provides support for storage 

of structured and semi-structured data and these 

documents are stored in JSON (JavaScript Object 

Notation) format. The document-store NoSQL 

databases allow creation of convoluted data structure 

like arrays as an individual database entry which can 

be retrieved within one read procedure [14]. 
 

The document-oriented model makes every document 

identifiable by a unique or special key which is 

identified as ―ID‖. This helps in managing its 

compound data structures as if they are objects linked 

together. The document-oriented database handles 

high concurrency read/write operations with ease and 

can access big data while simultaneously providing 

high availability and scalability of data. Another 

feature of this NoSQL system is the use of nested 

documents in arranging data and increasing the 

accuracy of stored data. According to [18], nested 

document views a document to be the value of 

another document. This makes a connection between 

data and is arranged in hierarchy with record as the 

root of a document-tree which branches out to form a 

schema-free database and this relationship between 

the record and the document-tree forms the nested 

document. This arrangement in a defined structure 

helps improve and maintain accuracy within the 

database. 
 

As noted by [19], there are security issues attached to 

the document-store database system and this is as a 

result of the broad range of applications which it 

handles.  
 

NoSQL systems have been identified by [20],as the 

database which is most suitable for Big data 

management because it can hold huge amounts of 

data in any format. 

 

 

 

 

 

 

 

 

 

Figure 2: Layout of the Document-store Model 
 

In the Document-store NoSQL Management System, 

the database holds data in a collection which is 

similar to tables in the RDBMS. The collection stores 

a list of related documents which is the equivalent of 

rows in the NoSQL database and the document has 

limitless fields which can be added to document. The 

field takes semblance of the column in the SQL 

model [5]. The difference between the relational and 

non-relational model is that the collection is schema-

less thus eliminating the rigidity of the SQL schemas 

[21]. 
 

 

1.7.1 Example of the Document-oriented database: 

According to [21], MongoDB is the most widely used 

document-store database and this is due to the open 

source nature of the system and also it is which is 

written in C++ programming language. MongoDB 

has been identified to be read-intensive which means 

it performs more read operations than it performs 

write operation. 

 

2.0 Features of NoSQL Databases 

2.1 High Availability: According to [22], availability 

is the capacity of the system to keep operating even 

when failure has been experienced. As a result of the 

distributed nature of the NoSQL database across 

many nodes, when there is failure in one node, due to 

data replication across these nodes, the system keeps 

functioning. NoSQL databases are unique for their 

provision of availability. It prioritises availability of 

data over the consistency of the database. SQL 

systems are high structured in nature and as a result 

offer a more rigid database system. The SQL systems 

are also available but cannot be compared to that of 

the NoSQL systems as a result of their semi-

structured/unstructured nature. SQL systems offer 

consistency of data over its availability and are 

slower as a result of this reason. 

 

2.1.1 Scalability: Scalability has been identified as 

one of the major advantages of NoSQL systems over 

the relational model as data could be easily spread 

across many servers using high-end systems and this 

is due to the schema-less nature of the NoSQL 

systems which makes the use of joins needless [23]. 

The join operations which are synonymous with the 

relational databases are very costly to perform and as 

they further noted, there is difficulty in performing 

joins on tables which are spread across a distributed 

system in a relational model. 

 

2.1.2 Flexibility and Performance: NoSQL systems 

offer very high performance as the database can 

perform read/write operations very fast [5]. As they 

further contributed, NoSQL databases perform better 

in processing data across a distributed layout and can 

easily aggregate and update data. As argued by [13], 

not all NoSQL systems execute faster than the SQL 

databases in terms of read/write operations but due to 

their ability to give maximum output while holding 

Database 

 

Collection 

 

Document 

 

Field 
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huge volumes of data and their flexible schema 

nature makes NoSQL systems unique. 

 

2.1.3 Map-reduction:The NoSQL database allows 

Mapreduce to be used in querying the database 

directly as a form of command. As explained by [14], 

the NoSQL databases carry out the map-reduce 

function by first using themap function to process a 

key/value pair which divides the key/value pair into 

different sets of values, and then the reduce function 

is used to integrate the different sets of values which 

are related with the divided key.This map-reduce is 

performed using algorithm which is suitable to the 

type of database involved. As opined by [20], map-

reduce has been a good option in processing large 

volumes of data as it offers symmetric execution on a 

sizeable number of computing connections with the 

reduce function performing aggregation of the 

information which was delivered from the map 

function. This offers increased scalability and 

independence from the database and the 

programming language. SQL systems are not 

originally designed to perform map-reduce which 

came up or were introduced as a result of the large, 

semi-structured and unstructured nature of data. The 

SQL has similar operators such as FILTER and JOIN 

that are transformed into successions of map and 

reduce functions in NoSQL. Map-reduce is beyond 

the capability of relational database management 

systems and is used mainly in bigdata analytics. 

Map(k1,v1) = list(k2,v2)  (1) 

Reduce (k2,list (v2)) = list(v3)  (2) 

List : (a;2)(a;4)(b;4)(c;5)(b;2)(a;1)  (3) 

After mapping: (a;[2,4,1]),(b;[4,2]),(c[5]) (4) 

After reducing: (a;7), (b;6), (c;5)  (5) 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 3. Equation for map reduction source [5]. 

 

2.1.4 Sharding: This is the horizontal partitioning of 

the database. In the relational database, partitioning is 

only carried out vertically which means scale-up or 

upward partitioning of the database. In the NoSQL 

database, partitioning can be in parallel or flattened 

(scale-out) which means more space. Sharding 

increases the performance of the database as it helps 

balance out load when there is a rapid increase in 

calls of querying to be performed by the database 

which depends in part on configuration and to a large 

extent on horizontal partitioning of the system [7]. 
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Figure 4: Example of sharding performed in mongodb source: [5]. 

 
2.1.5 Replication:[6], acknowledged that NoSQL 

databases offer automatic data replication which 

means that in case of any temporary failure across a 

node in the database, the entire system will maintain 

availability and effective load balancing with 

replacement of that node by replica servers while the 

database performs recovery of the failed node. As 

described by [5], some NoSQL systems like 

Cassandra use a duplication system known as Multi-

Version Concurrency Control (MVCC) which stores 

replicated versions of the same data and matches the 

various versions before merging them. The MVCC is 

most useful when applied to a distributed system as it 

avoids locks and handles concurrent write operations 

efficiently by providing eventual consistency. 

[5]Further noted that there is an inconvenience 

attributable to MVCC model of replication as it has 

to delete old entries from time to time which lead to 

loss of time in the overall database throughput. 

Another form of replication is the Master/Slave 

where one server which is considered the master 

performs read/write operations and another server 

(slave) replicates data and handles read and backup 

operations. This form of replication is used mainly 

for NoSQL systems like Mongo DB which uses locks 

on the database [5].As some document-store NoSQL 

databases like MongoDB perform more read 

operations, [4], stated that they make use of replica 

sets which allows for a greater number of slaves 

while only one server which is write intensive carries 

out write operations for the management system. 

Replication is one of the good features available in 

SQL Server and this is termed transactional 

replication. Transactional Replication is used when 

DML or DDL schema changes implemented on an 

object of a database on one server requires to be 

reproduced on the database residing on another 

server. This process offers high throughput and 

occurs almost in real time (i.e. within seconds). 

 

2.1.6 Low Latency: [21] noted that the NoSQL 

model is designed to conform to low latency rate 

within the management system. According to [8], due 

to the replication of data in NoSQL, a failure goes 

unnoticed as replica servers generate the exact 

information on the failed node. The NoSQL system 

considers when there is partition, availability and 

consistency of the database and when the system 

performs normally without partition, it considers 

latency and consistency. 

 

 

 

 

 

 

 
Figure5: Example of PACELC model source: [8] 
 

As inferred by [8], the PACELC (Partition, 

Availability and Consistency, Else, Latency and 

Consistency) theorem inculcates all the 

characteristics of the NoSQL management system. 

These features are interwoven in their functionality 

and are meant to arrive finally at a highly available 

database. Mapreduce produces scalability for the 

database, scalability allows for improved 

performance as data is processed with ease and 

speed. Sharding (horizontal partitioning) allows for 

replication where data is reproduced and spread 

across many servers which is based mainly on the 

schema-free (flexible) nature of the NoSQL systems 
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and all these measures are put in place to ensure 

provision of a database that is considered to be 

reasonably consistent and maximally available. 

 

Table 5: Feature of NOSQL 
Features Redis Cassandr

a 

MongoD

B 

CouchD

B 

RavenDB Neo4j 

Language 

Written in: 

C Java C++ Earlang C# Java 

Storage 

Capacity 

Physical storage 

in Disk (small 

storage 

capacity) 

Memory 

(large 

capacity) 

Memory 

(large 

capacity) 

Memory 

(large 

capacity) 

Memory 

(large 

capacity) 

Memory 

(large 

capacity

) 

 

Data 

model 

Key-

value 

Column Document Document Document Graph 

Sharding 

(horizontal 

Partitionin

g) 

Not 

supported

  

Performs 

sharding 

Performs 

sharding

  

Not 

supported 

Performs 

sharding 

Not 

supported 

  

License type (source) BSD Apache AGPL Apache AGPL AGPL 

 Open 

source 

Open 

source 

Open 

source 

Open 

source 

Open 

source 

Commercial 

GPL 

Open 

source 

     
Fast 

Concurrent 

read/write 

Fast 

concurrent 

read/write 

Fast 

concurrent 

read/write 

 

Fast 

concurrent 

read/write 

 

Fast 

concurrent 

read/write 

Fast 

concurrent 

read/write 

 

Fast 

concurrent 

read/write 

 

 Read-

intensive 

Write-

intensive 

Read/write 

intensive 

Read-

intensive 

Read-

intensive 

Read-

intensive 

CAP 

Theorem 

(Transaction) 

Availability, 

Partition-

Tolerance 

Availability, 

Partition-

Tolerance 

Availability, 

Partition-

Tolerance 

Availability, 

Partition-

Tolerance 

ACID  Consistency,  

Availability 

 

Consistency 

 

Model 

Strong 

consistency 

Eventual 

consistency 

Strong 

Consistency 

Eventual 

consistency 

Strong 

Consistency 

Strong 

Consistency 

Indexes 

(secondary 

indexes) 

Global 

primary 

indexes(no 

secondary 

indexes) 

No indexes Has 

indexes 

Has 

indexes 

Has 

indexes 

No 

indexes 

Ad-hoc 

Query 

None  HIVE, PIG BSON 

based 

format 

(MongoS

QL) 

Lucene, 

Cloudant 

Limited, 

built-in 

(JSON 

format) 

Cypher 
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The features above are summary of the various 

characteristics of the different NoSQL databases 

which have been considered for use by the developer.  

For querying in the NoSQL systems outlined, various 

APIs are used to achieve this purpose as there is no 

unified query language for NoSQL systems. The 

relational model has a unified query Language which 

is SQL and also allows for query optimisation. 

 

3.0 Limitations of NoSQL 

3.1 Heterogeneous data structure 
Unrelated data such as emails, multimedia and blogs 

are stored in a schema-less table which can come 

from different sources for example the social media 

and this means varied structures of data are held 

together in one table. As the table grows or expands, 

it becomes an issue for the database to fully provide a 

uniform application interface which can encompass 

these diverse data combination [12]. 

The heterogeneity is as a result of different data 

models which are used by different NoSQL data-

stores. Even when the data model is the same, there 

are variations due to different implementations. There 

is also the issue of the differences in query language 

used and the type of consistency model used by a 

particular NoSQL Database Management System. 

Different NoSQL models apply different CAP 

formation and the combination by one NoSQL 

management system might not be supported by 

another model [24]. 

 

3.1.1 Near inconsistency of the database 
 As noted by [10], Professor Eric Brewer in 2000 

proposed the CAP theorem which stands for 

(Consistency, Availability and Partition tolerance). 

According to [5], the CAP modelgrants that in a 

joint-data scheme, only two out of the three features 

can be satisfied at a particular point in time within the 

database. As they further explained, there are three 

possible configurations which are; consistency and 

partition tolerance, availability and partition tolerance 

and the last consistency and availability which is very 

difficult to combine.  

In NoSQL system, availability and partition tolerance 

are ranked higher and valued over consistency. The 

system is satisfied with eventual consistency [15]. 

Also the BASE (Basically Available, Soft state, 

eventually consistent) pattern of the NoSQL 

databases proves that NoSQL systems are more 

disposed towards availability of data than they are 

towards consistency of the data involved [7]. 

 

3.1.2 Varying Query Model: Unlike the relational 

model which uses the SQL (Structured Query 

Language) as its unified language for querying 

RDBMS (Relational Database Management 

Systems), different NoSQL vendors have different 

languages which they use to access their database. 

There is no standard interface for the NoSQL 

database management systems [24]. According to 

[25] this variability in data format leaves an overhead 

as a result of different API which would be used in 

analysis f data. 

3.1.3Security issues in design model of NoSQL 

systems 
According to [26], NoSQL systems with their 

inherent auto-sharding for reliable high performance 

and good load balancing were not ab initio designed 

with security as one of the key features. Sharding as 

they further noted pose security risks as unencrypted 

data is replicated and distributed across many servers 

in different locations allowing for vulnerability of 

data as unauthorised users can gain access to 

information. This breach could also be as a result of 

communications within a network that is not very 

secure.  

[19], stated that amongst the features of the NoSQL 

systems is the lack of referential integrity which is 

maintaining integrity constraints for the foreign key 

and also very little support for security at the 

database level. This lack of support for security 

within the management system means there could be 

breaches to data which has been stored in the 

database. 

Amongst the incumbent problems of the NoSQL 

databases is the prevalence of Denial of service 

problem [19]. Attackers gain access to IP addresses 

of users by sniffing the network and divert resources 

to pseudo connections thereby denying legitimate 

users the service allorted to them. 

 

3.2 Security enhancement for NoSQL database:AS 

proposed by [26], some techniques also identified as 

loopholes such as authentication, access controls, 

secure configuration, data encryption and auditing 

can be improved upon for a secure NoSQL database 

system. 

 

3.2.1 Authentication:Authentication is the 

verification of identify of users to ensure that the 

rightful users are granted access to database 

resources. Authentication can be for a single user or 

group access or verification between servers. To 

secure the sharded NoSQL database using 

authentication [26] recommended some 

authentication methods like use of protocols such as 

SSL (Secure Socket Layer) and SSH (Secure Shell) 

which are efficient cryptographic models. Also, 

certificate based authentication where every 

certificate is verified and Password based 

authentication methods could be used.    

 

3.2.2 Access Controls:This is a process for ensuring 

that only authorised users gain access to database 

resources. Some proposed access control techniques 

by [26] are RBAC (Role Based Access Control), 

DAC (Discretionary Access Control) and also MAC 

(Mandatory Access Control). These various models 

listed can be applied based system configurations to 

ensure restricted access only for functions specified 

for a particular user. 
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3.2.3 Secure Configuration:Faulty configurations at 

the Operating System, in the database or the 

application layer can lead to breach of security 

through the entire database. The suggested 

configuration runs from backup to updates and 

services. Proper configuration of ports, files and 

directories and protocols was also recommended. 

 

3.2.4Encryption of data: Encryption of data is used 

to provide secrecy of information within the database 

(data-at-rest) and across the network (data-in-transit) 

using mathematical algorithms. Some cryptographic 

standards proposed are DES (Data Encryption 

Standard), AES (Advanced Encryption Standard) and 

could be used to protect data within the database. 

Some techniques for securing data which is sent 

across the network are IPSec, SSL,TLS and SSH. 

 

3.2.5 Auditing:Audit trails which can be used to 

monitor activities performed in the database can be 

used to enhance security of data in the 

database.Auditing stands for monitoring and noting 

activities carried out database users. It can be used to 

detect infiltration attempts by attackers. This is 

period check on connections and activities. 

 

4.0Conclusion and Future Work 

The investigation carried out shows that NoSQL 

systems are not replacements for the relational 

database systems as each could be used to perform 

specific purposes with optimum output. For some 

companies with need for a very consistent system 

which can hold well-structured data sets, the 

relational databases are still the best option for them. 

The NoSQL systems with their speed, availability 

and fail-over options serve the purpose of delivering 

run-time purposes of good throughput. 

The choice of database system would be based 

entirely on users‘ needs and discretion. For example, 

a user in need of a database to store information 

about staff and their salaries might go for a SQL 

system which can take care of the needs as required. 

Alternatively a blogger requiring a database will be 

best suited to choose NoSQL as it would be the 

option which can provide satisfactory dispensation of 

tasks. 

―As NoSQL declared, they will provide more options 

for different situations which are suited for their 

applications, so it is ―Not only SQL‖ [15]. 

As comparison was made between SQL and NOSQL 

systems, a comprehensive work on how the system 

could be combined is proposed. 

The peculiarities of the SQL system which is based 

strongly on consistency made possible by the ACID 

(Atomicity, consistency, isolation and 

durability)properties could be combined with the 

BASE (Basically available, soft state eventually 

consistent), PACELC (Partition, Availability, 

consistency, Else, Latency and consistency) and CAP 

(Consistency, Availability and partition–tolerance) 

theorems of the NOSQL system which offers 

availability as its priority. This combination will 

leverage an interoperable system.  
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ABSTRACT 

The devastating effect congestion has on the quality of service delivery and overall network 

performance demands an utmost attention. This certainly calls for taking some expedient 

measures to deal with congestion so as to salvage the network from total collapse. In this 

paper, an adaptive guard channel allocation scheme with buffer to handle resource assignment 

in mobile network is presented. The scheme uses a dynamic reservation system that adapts to 

network characteristics for efficient allocation. The available channels are divided into two: 

open channel and reserved channel. The open channels are used by both new and handoff calls 

when channels are available while only handoff calls are allowed to use the guard channel 

when there are no idle channels at the open. The input traffic rate determines the threshold of 

the guard channel. A simulation program written in Java programming language evaluates the 

performance of the scheme based on blocking/dropping probabilities of both calls. Results of 

the evaluation is described using descriptive statistics such as bar charts. The proposed scheme 

would reduce congestion and improve quality of service delivery in mobile network. 

 

Keywords: Guard Channel, Quality of Service, Handoff Call, New Call, Buffer, Blocking 

Probability 

 

1.0 INTRODUCTION 

There is undoubtedly a high demand for wireless 

connectivity at the moment. In spite of that, more users 

have to be given access to the limited available 

bandwidth for more revenue to be generated. This can 

only be guaranteed when the bandwidth available are 

properly managed, because improper management of it 

will drastically reduce the revenue being generated. 

Therefore, proper allocation of bandwidth and efficient 

utilization of same have become issues of paramount 

importance. [16][28][30]. The major problems of the 

mobile wireless network as customers become many 

are network congestion and signal quality degradation. 

These issues ceaselessly crave for more researches to 

bring about improvement in network performance. 

Many attempts have been made to proffer lasting 

solution to congestion. These attempts are either to 

avoid congestion or manage it. The congestion control 

methods in Global System for Mobile communication 

(GSM) include the following: token bank, automatic 

call gapping and Call Admission Control (CAC). CAC 

is adjudged as the best and that is why it is considered 

for this research work [6][8]. 

 

In call admission control, the principle is to guarantee 

the quality of service (QoS) of every connection to the 

network by efficiently managing the available network 

resources. An efficient call admission control 

technique should exhibit the following characteristics: 

reliable priority assigning strategy for calls of different 

service classes; relatively low call blocking 

probability; efficient and fair allocation of network 

resources; increase in network throughput and 

congestion prevention. The admission decision, at 

times, is being controlled by the QoS requirements of 

the network users and not only on the network 

resources available [11]. For call admission control to 
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be effective, there must be an efficient channel 

allocation scheme. Many channel allocation 

techniques have been proposed [9][17], but they did 

not make provision for buffer which can bring about 

significant reduction in blocking of handoff calls and 

thereby minimize congestion. 

 In this research, a guard channel allocation 

with buffering of handoff calls is employed. Whenever 

there is no available channel for arriving handoff call, 

the call, instead of being blocked is buffered and later 

allocated channel when there is free channel. This 

greatly reduces the handoff dropping probability and it 

is a significant improvement on other conventional 

static strategies which automatically allows a handoff 

call to be blocked when there is no available channel. 

 

2.0 RELATED SCHEMES 
Several channel allocation schemes have been studied. 

In Adaptive Channel Allocation Scheme, handoff calls 

are dynamically allocated channels in consideration of 

certain past period in the network. An important factor 

in getting good Quality of Service hinges on the 

selection of number of guard channels exclusively 

reserved for handoff calls. Specific number of guard 

channels are needed to be allocated for different type of 

traffic load and mobility factor. As the traffic load 

changes with time, it is essential that the number of 

guard channels also changes. The Adaptive Channel 

Allocation Scheme is designed to search for the 

maximum number of guard channels to be exclusively 

reserved at each base station for handoff calls. The 

scheme ensures optimal utilization of the available 

network resources, and load balancing in the network 

traffic [3] [15] [19].  

In dynamic channel allocation scheme, channels are 

not pre-assigned to the cells within the cellular 

network. The available channels are stored in a central 

pool which are shared among the requesting calls in 

each cell. A co-channel reuse constraint must be 

satisfied before a channel is occupied by a call in any 

cell. By design, all cells within the same region gain 

access to the channels kept in the pool. The request cell 

is assigned channel by an algorithm that takes into 

consideration some important factors, namely: the 

possibility of future blocking within the cell, the reuse 

distance of the channel and other cost functions. A call 

is assigned channel, and at the expiration of that call, 

the channel is sent back to the pool, or re-assigned to 

the same cell site that was previously in control of the 

channel. This strategy considerably reduces the call 

blocking probability and greatly enhances the 

performance of the system due to increase trunking 

capacity. The key achievements are real time data, 

traffic distribution and radio signal strength (RSSI) and 

proper utilization of channel [4] [16] [21] [24].  

Channel borrowing scheme ensures that a cell (an 

acceptor) that has exhausted all its assigned channels 

can freely borrow channels from the nearby cells 

(donors) to accommodate or allow handoffs. This is 

possible in as much as the borrowing does not disrupt 

the existing calls. Other cells are prevented from using 

an already borrowed channel, and this is referred to as 

channel locking which rubs positively on the 

performance of channel borrowing schemes. It is 

possible to borrow from an adjacent cell with the 

largest number of free channels or alternatively pick 

the first free channel available for borrowing through 

the use of a search algorithm [2] [7] [19].  

Guard channel prioritization scheme significantly 

reduces the call dropping probability by reserving in 

each cell a reasonable number of channels for handoff 

calls. The handoff and new calls then share equally the 

remaining channels. The moment the number of free 

channels is equal to or less than the predefined 

threshold, guard channels are established. With this, 

the new calls are not served, but only handoff calls are 

assigned channels until all channels are filled up [2] 

[8].  

In a hybrid scheme, both fixed and dynamic channel 

allocation schemes are combined. With the fixed 

allocation strategy, each cell is assigned a fixed set of 

frequency channels. A call is served only when there 

are unoccupied channels within the cell where a call 

request is sent. Also, with dynamic allocation, 

channels can be dynamically borrowed from other cells 

[12] [23]. 

Dynamic load balancing technique with CAC ensures 

that the Call Admission Control technique (CAC) is 

combined with load balancing strategy. CAC 

determines the condition for accepting or rejecting a 

call based on the available network resources. Load 

balancing involves dividing network traffics between 

network interfaces. This seeks to efficiently utilize 

available resource, improve throughput and prevent 

overloading. With this, a good quality of service is 

achieved in the presence of large volume of traffic, and 

congestion is prevented [6]. 

 
3.0 METHODOLOGY 

3.1 Model Assumptions 

The assumptions about the proposed architecture are 

explained. The originating and handoff calls‟ arrival 

pattern follows the Poisson process with mean rate λON 

for originating calls and mean rate λHN for handoff 

calls. The service time or departure rate has an 

exponential distribution with mean rate µ. The total 

available channels in the cell is A, and it is categorized 

into open channel, whose boundary is Ac, and guard 

channel whose boundary is A. There is a single queue 

for handoff calls and its capacity is w. At the 

completion of a call or when the user moves away from 

the cell, the queue is cleared.    

 

3.2 System Architecture 

The total available channels are divided into two: the 

guard channels, which are exclusively reserved for 

handoff calls; and the open channels, which are for 

both the new calls and handoff calls. The admission of 

new calls occurs if there are free open channels. If not, 

they are blocked. On the other hand, handoff calls are 
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admitted if there are either free guard channels or open 

channels. If there is neither, handoff calls which can 

either be real time or non-real time are buffered. The 

process of queuing or buffering handoff calls can be 

summarized this way. Real time and non-real time 

handoff calls are buffered if there are no channel 

available in the destination cell, and are queued 

pending the time the channel is available. In a situation 

when there is high demand for real time and non-real 

time handoff, calls are denied to stay on queue because 

of the limited buffer size. The system architecture and 

system flowchart are shown in Figures 1 and 2 

respectively. As some of the new and handoff calls are 

leaving the channel, the handoff calls in the buffer start 

occupying those channels. Real time handoff calls are 

given higher priority than the non-real time handoff 

calls in the allocation of the available channels. But as 

each of the real time handoff calls is being served, the 

probability of the non-real time handoff calls receiving 

service also increases (when two real time calls are 

served, then one non-real time call is also served). This 

is to prevent the non-real time handoff calls from 

waiting endlessly in the buffer. This greatly reduces the 

dropping probability of the handoff calls. The system 

procedure is given in Algorithm 1. 

  

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: System Architecture 
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Figure 2: Flowchart for the proposed model 

 

Algorithm 1: Channel Assignment Algorithm 

 

INPUT: Call request (New calls, Handoff calls) 

OUTPUT: (New call probabilities, Handoff call 

probabilities) 

1: if (incoming request is new call or handoff call) 

2: if (there is a free channel in the open) then 

3: allocate the free channel 

4: else   

5: if (handoff call) 

6:if (free channel in the guard) 

7: then allocate free channel  

8: endif 

9: endif 

10: if (no channel is available) 

11: is buffer full? 

12: If No then 

13: put handoff call in buffer 

14: else 

15: block the handoff call 

16: endif 

17: If (there is free channel again) 

18: allocate the free channel to handoff call 

19: endif 

20: endif 

21: endif 

 

 

3.3 MATHEMATICAL MODEL 

The system in consideration consists of many cells. 

The number of channels within each cell is A. The time 

it takes a call to expire after being assigned a channel is 

called channel holding time and its mean rate is μ, 

having also an exponential distribution. The arrival 

patterns of originating and handoff calls follow 

Poisson processes, and their mean rates are λON and λHN 

respectively.  It is worthy of note that all the cells 

within the system are of the same properties, but 

concentration is on a single cell. Calls that are just 

being initiated are referred to as originating calls or 

new calls. When a mobile station gets closer to a cell 

from a neighboring cell with a very strong signal, a 

handoff call is produced. Handoff calls are usually 

prioritized over new calls. As a result of that, some 

channels, specifically AR channels in this case, are 

exclusively assigned out of the available A channels. 

The remaining channels, AC=(A – AR) are co-shared by 

both the originating and handoff calls. When the 

number of available channels is less than or equal to 

AR, a new call is certainly blocked. When there is 

unavailability of channel and the buffer is full, a 

handoff call is blocked. 

 The state q (q = 0, 1, · · · ,A) of a cell can be 

defined as the number of ongoing calls for the base 

station of that cell. If P(q) denotes the steady-state 
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probability that the base station is in state q, then 

probabilities P(q) can be derived for birth–death 

processes. Figure 4 illustrates the resulting state 

transition diagram. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: State transition diagram for the  

  system model 

 

  

The state balance equations derived from figure 4 are: 

qµP(q) = (λON + λHN) P(q-1) 0 ≤ q ≤ AC  

      

     

qµP(q) = λHN P(q-1) AC < q ≤ A (1) 

 

 

where λON and λHN represent the arrival rate of 

originating and handoff calls respectively 

 

∑  ( )                   
   (2) 

 
The steady-state probability P(q) can be deduced as 

follows: 

               
         (       )

   

      
    ( )                 

 

P(q) =    
     (       )

   
      

  

      
   ( )             (3) 

  
 

From Figure 4, it is observed that, steady state 

probability that the system is in state „0‟ 

 ( )  ∑
(        ) 

    

  

   

     

           

            ∑
(       )   

      

    
 
      

             

 

 

The originating call‟ blocking probability BON is 

illustrated in the equation below 

    ∑  ( ) 
    

  (5) 

 

 The handoff call‟ blocking probability BHN is 

illustrated in the equation below 

 

      ( )   

 
(       )   

      

    
 ( )     (6) 

 

4.0 RESULTS AND DISCUSSION 

A simulation program was developed using Java 

programming language. A random generator generates 

different data set representing phone numbers of users. 

The data set generated serves as the rate at which 

traffics enter a real life network. From the data 

generated, various probabilities (new call probabilities/ 

handoff probabilities) were determined (see tables 2, 3 

& 4). These probabilities were used to determine the 

various states of the system. The simulation parameters 

are shown in table 1. 

 

Table 1: Simulation parameters 

 

Parameter  Value  

Cell capacity 1000 calls/s 

Call service rate 500 calls/s 

Maximum rate of generating 

handoff calls 

600 – 800 

Maximum rate of generating new 

calls 

200 – 400 

Number of sources 100 – 500 

Maximum buffer size 5 - 45Mb 

Transmission cycle 10 – 30 

 
 

Table 2: Blocking probability against the rate of 

arrival at 20% new call traffic and 80% handoff 

call traffic. 

Arrival 

rate 

New call 

blocking 

probability 

Handoff call 

blocking 

probability 

0.01 0.09 0.02 

0.02 0.11 0.03 

0.03 0.1 0 

0.04 0.05 0.02 

0.05 0.08 0.01 

0.06 0.02 0 

0.07 0.06 0 

0.08 0.05 0 

0.09 0.05 0 

0.10 0.06 0 

 

  

(4) 

λON + λHN   λON + λHN         λHN    λHN                                                              
              …              … 

                                                                                        
 

 

µ        Ac µ      (Ac +1) µ  Aµ 

                                                           

(AC + 1)µAµ 

A

 

0 

0 AC 
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Table 3: Blocking probability against the rate of arrival at 30% new call traffic and 70% handoff call traffic 
Arrival rate New call blocking probability Handoff call blocking probability 

0.01 0.06 0.01 

0.02 0.05 0.01 

0.03 0.11 0.01 

0.04 0.06 0.01 

0.05 0.06 0 

0.06 0.01 0 

0.07 0.06 0.01 

0.08 0.11 0.03 

0.09 0.06 0 

0.10 0.05 0.03 

 

Table 4: New call throughput versus handoff call throughput 

Arrival rate New call throughput Handoff call throughput 

0.01 0.99 1.00 

0.02 0.95 0.96 

0.03 0.88 0.98 

0.04 0.99 1 

0.05 0.93 0.99 

0.06 0.97 0.98 

0.07 0.98 1 

0.08 0.97 0.99 

0.09 0.93 0.98 

0.10 0.94 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Blocking probability against the rate of arrival at 20% new call traffic and 80% handoff call traffic 
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Figure 6: Blocking probability against the rate of arrival at 30% new call traffic and 70% handoff call traffic 

 

 
 

Figure 7: Throughput against the rate of arrival 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Blocking probability against sources number. 
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Figure 9: Resource utilization against sources number. 

 

 
 

 

Figure 10: Percentage of buffered calls against number of sources. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Call blocking probability against buffer size 
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Figure 5 shows the comparison of call blocking 

probability of new call against handoff call. The call 

blocking probability is against arrival rate at 20% of 

new call traffic and 80% handoff call.  The call 

blocking probability for new call ranges from 0.02 to 

0.11 while that of handoff call ranges from 0.00 to 

0.03. It was observed that the highest call blocking 

probabilities for the new call and handoff call are 0.11 

and 0.03 respectively. Since new call has higher call 

blocking probability than the handoff call, it shows that 

more of handoff calls are admitted. That means, at 

every point in time ongoing calls are given priority 

over new call and this is in line with many existing 

literatures (Alagu and Meyyappan 2012). This is an 

indication that handoff calls  always run to completion 

ahead of new call due to introduction  of buffer to take 

care of the handoff calls which otherwise would have 

been dropped due to unavailability of channels.  

 

Figure 6 reveals the effect that increase in the arrival 

rate of new calls will have on the call blocking 

probability. Here the arrival rates of new call was 

increased to 30% while that of handoff calls was 

reduced to 70%. It was observed that the call blocking 

probability of new call was higher than that of handoff 

call.  This is also due to the introduction of buffer to 

keep the blocking probability of handoff calls lower 

than that of new calls.     

 

In figure 7, the comparison of throughput for both the 

new and handoff calls is highlighted. From the result, 

the throughput for the new call ranges from 0.88 to 

0.99 while that of handoff call ranges from 0.96 to 

1.00. It was also observed that the handoff call‟s 

highest throughput is 1.00 compared to that of new call 

of 0.99. This is an indication that more handoff calls 

are assigned channel to run to completion and this is 

due to guard channels exclusively reserved for handoff 

calls. 

Figure 8 reveals the effect of increasing the number of 

sources on the call blocking probability. The call 

blocking probability for new calls range from 0.05 to 

0.08 while that of handoff calls range from 0.01 to 

0.03. As the number of sources increased, the call 

blocking probability increased while at some times it 

decreased. The major reason for this instability might 

be because of the environment where these calls are 

being generated. In the overall, the handoff calls still 

have the lowest call blocking probability when 

compared with the new call. This is as a result of the 

introduction of buffer, and the guard channels 

exclusively reserved for handoff calls. 

 

Figure 9 shows the percentage of new call and handoff 

call utilized. For new call, the percentage utilization 

ranges from 0.006 to 0.017 while that of handoff call 

ranges from 0.005 to 0.055. The graph clearly reveals 

that the handoff calls better utilized the available 

resources more than the new call. This showed the 

highest percentage utilization of 0.055 for handoff 

calls while that of new call is 0.017. 

 

Figure 10 explains the effect of increasing the number 

of sources on the queue length. It was observed that 

queue reduced as the number of sources increased. 

Specifically, the length of the queue on the buffer 

increased when the number of sources increased from 

300 to 400. This means more handoff calls are being 

generated between those sources. 

 

 
Figure 12: Comparison of handoff call blocking probability of guard channel allocation scheme 

with buffer (GCAS_B) with Kar and Nayak (2014) adaptive channel allocation scheme (ACAS) 
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Figure 11 compares call blocking probability with 

different buffer sizes. This is to show the most efficient 

buffer size that gives the lowest call blocking 

probability. The buffer size of 15Mb produced the 

highest call blocking probability while that of 30Mb 

produced the lowest call blocking probability. 

Therefore, the buffer size of 30Mb is the most efficient 

for the system. 

 

Figure 12 shows the comparison of this research work, 

guard channel allocation scheme with buffer 

(GCAS_B) with the adaptive channel allocation 

scheme (ACAS) proposed by Kar R.R .and Nayak S.S. 

(2014). It was observed that the call blocking 

probability of handoff calls for adaptive channel 

allocation scheme (ACAS) was higher than that of 

guard channel allocation scheme with buffer 

(GCAS_B). The highest call blocking probability of 

handoff calls for guard channel allocation scheme with 

buffer (GCAS_B) is 0.03 while that of adaptive 

channel allocation scheme (ACAS) is 0.04 This shows 

that fewer handoff calls were dropped with guard 

channel allocation scheme with buffer (GCAS_B) 

compared to that of adaptive channel allocation 

scheme (ACAS) and this implies that the guard 

channel allocation scheme with buffer (GCAS_B) is 

more efficient than adaptive channel allocation scheme 

(ACAS).     

 

This research work significantly reduces the dropping 

of handoff calls due to the introduction of buffer which 

was combined with call admission control.  

Parameters such as new call blocking probability, 

handoff call blocking probability and buffer size which 

were used for measuring the performance of adaptive 

guard channel allocation scheme with buffer were 

generated. 

 

CONCLUSION 

The research work addresses issue of congestion in 

mobile network by proposing a guard channel 

allocation scheme that adapts to network 

characteristics. Two major calls (new call and handoff 

call) were considered in which priority with buffer is 

given to handoff off calls to avoid waste of network 

resources. Performance measuring parameters are; 

blocking probability, buffer size, utilization and 

throughput. Further research may consider the use of 

double buffer. 
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ABSTRACT 

One of the most important decisions that affect the future of young students is a decision as 

regards a Tertiary Institution of choice. In making such a decision, a number of factors are 

required which include service quality. Service quality consists of different attributes and 

many of them are intangible and difficult to measure, which means that using the 

conventional measurement approach is insufficient. This study presents an effective approach 

for evaluating and comparing service qualities of four Higher Institutions. Fuzzy set theory is 

adopted as a research template to resolve the ambiguity of service quality concepts and 

capture intra-uncertainties, which are associated with human judgments in decision making. 

In this study Extended HiEdQUAL educational service quality model was adopted to 

evaluate the respondents' judgments of service quality, Multi Attribute Decision Making 

method: TOPSIS is applied for the comparison among the tertiary Institutions. The 

importance weight of performance criteria are determined with Fuzzy Analytical Hierarchy 

Process (FAHP). All the algorithms were implemented using Java programming language. 

This study was able to present the importance of each service quality factor, quantitatively 

reveal each institution’s weak and strong points, and rank the institutions according to the 

multiple criteria service quality measure. 

 

Keywords: Institutions, Fuzzy MCDM, Quality of Services, Ranking, Decision Making 

 

1.0 INTRODUCTION 

In driving the economic growth and 

sustainability of a nation, tertiary institutions 

are pivotal. Higher education was 

pronounced to be more resourceful to the 

nations’ growth than primary or secondary 

education [1]. As a follow up to this in 

Nigeria, tuition fee for Federal and State 

Higher institutions are subsidized to 

encourage more students.  Also, federal and 

state universities receive external funding 

from the government in order to provide 

quality education to their primary customers. 

This external funding is supposed to be the 

impetus for driving service quality in the 

institutions by seeing to the delivery and 

increasing satisfaction of demands of the 

primary customers. This should in turn lead 

to an increase in clients’ preferences, 

creation of more values and heightened 

excellence [2]. However institutions in 

Nigeria are yet to attain expected global 

excellence and relevance. This has been 

confirmed with unfulfilled expectations 

from their primary customers [2]. This is 

further depicted in their unsatisfactory 

performance in the global ranking of 

universities.  

 

In [3] service quality was defined as the 

capacity of an organization to equal or 

surpass the customers’ expectations. 

According to [4], the quality dispensation of 

services has always been the differentiator 
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that represents a university’s prestige among 

her contemporaries and the high-level make-

up of its nations’ human capital. In [5], it 

was observed that students prefer to choose a 

university that has evidence of quality of 

service delivery.  It is usually quite tasking 

when the students have to do an evaluation 

in order to select the best institutions from a 

set of alternative institution. In such cases, it 

is important to sort, describe or do a ranking 

of the alternatives in order to make a good 

decision or recommendation. In this 

situation, the Multi Criteria Decision 

Making (MCDM) methods become useful. 

MCDM refers to making decisions in the 

presence of multiple, and conflicting criteria 

[6]. MCDM can be broadly classified into 2 

categories which are the Multi Attribute 

Decision Making (MADM) and Multi-

Objective Decision Making (MODM) 

[7,8].MADM belongs to a class of methods 

that solve decision making problems that are 

discrete in nature i.e. have finite number of 

alternatives to be evaluated while the 

MODM approach, on the other hand, 

encompasses methods that deal with 

decision making problems that are non-

deterministic in nature, whereby the decision 

space is continuous and alternatives are 

infinite [8,9,10].  

The evaluation of quality of service (QoS) in 

higher institutions is a Multi-Criteria 

Decision Making (MCDM) problem due to 

its multi-criteria nature. Hence, a multi-

dimensional classification of the criteria is 

needed for the evaluation of higher 

institutions quality of service. MCDM 

methods have capability to accommodate 

the variations in the notion of each decision 

maker’s (DM) representation of order of 

preference or importance of the criteria that 

drives the perception of service quality. The 

MCDM accesses each alternative versus the 

criteria through qualitative and quantitative 

measurements thereby giving an overall 

utility value for each alternative and ranking 

them from the best to the least according to 

the decision maker’s opinions. 

In the real world, opinions differ and consist 

of uncertainties when measurement are 

made under human consideration. This is 

not any different in the evaluation of service 

quality.  Therefore, in order to handle the 

subjectivity and uncertainty in the opinions 

of decision makers, fuzzy set theory 

becomes essential for the MCDM process 

for modeling the decision makers’ opinions. 

The incorporation of Fuzzy Set theory 

allows the use of linguistic terms like Fair, 

Strong and Very Strong and the like, and 

membership values in measuring the 

satisfaction level anticipated for each 

criterion with respect to the alternative 

concerned.   

 

So far, in the measurement of service 

quality, different models have been 

developed.  SERVQUAL [3] is a service 

quality model with widespread applicability 

in various service industries [11]. It sought 

out to obtain the gap between customers’ 

expectation minus the perception of 

customers’ service outcome quality. The 

measurement scale includes reliability, 

assurance, responsiveness, tangibility, and 

empathy. Due to the complexities and 

intangible nature of services in the 

educational sector, it has been argued that 

SERVQUAL might not be sufficient to 

handle variations in the educational sector 

[11,12].Therefore, in order to cater for all 

dimensions and variables related to the 

educational sector, the HiEdQUAL as a 

service quality model was proposed in  

[12,5], which sought to embrace key items 

and dimensions that are necessary to 

evaluate service quality in higher 

institutions. Therefore, in this study, the 

HiEdQUAL service quality model has been 

adopted with additional dimensions of 

INTERNATIONALIZATION to support the 

world ranking target criteria.  

Since the measurement of service quality 

could help an organization to be positioned 

strategically in order to maintain a 

competitive edge over the competitors, the 

emphasis of evaluating service quality in a 

higher institution cannot be over emphasized. 

Hence the motivation for computational 

evaluation of quality of service in four 
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Nigeria tertiary institutions (two private and 

2 public universities). This study used fuzzy 

MCDM approach in order to compare the 

universities, underlying quality of service 

delivery dimension from the perspective of 

their administrators and students. Also, this 

study assessed the qualitative judgments of 

the administrators and students of the 

institutions with respect to their preferences 

in reaching a consensus.   

The remaining part of this paper are as 

follows. In Section 2, an extensive literature 

review was carried out. In Section 3, the 

methodology was explicitly described while 

in Section 4, the result was shown and 

discussed in Section 5. The paper is 

concluded in Section 6 with a summary and 

overview of future works.   

 

2.0 Related works  

According to [13], all MCDM methods 

evaluating alternatives using numerical 

analysis have these three  steps: (i) determine 

the criteria and alternatives; (ii) determine the 

weights for each criterion to show order of 

importance and the scores of each criterion 

with respect to the alternative; and (iii) 

process the numerical values to aid in ranking 

of the alternatives. MCDM techniques have 

the capacity for alternatives to be measured 

explicitly through objective and subjective 

judgements of decision maker. Each method 

is only unique in how it combines its data and 

thereby give different ranking results 

[13,14]]. MCDM has the capability to 

accommodate both quantitative and 

qualitative measurement of criteria. This has 

made it suitable for evaluating service quality 

in different sectors, including educational 

sector, especially when the performance 

evaluation problem is qualitative in nature.   

 

Researchers have contributed immensely in 

using different MCDM methods for the 

evaluation of alternatives [15,16,17,18,19]. 

Fuzzy MCDM models have been reported as 

widely used approaches in decision making 

processes [16]. In [18] a hybrid MCDM 

method for performance evaluation of private 

universities in Taiwan was presented. The 

performance evaluation indices used in the 

work as a benchmark, was based on an 

official performance evaluation structure 

developed by the Taiwan Assessment and 

Evaluation Association (TWAEA). AHP was 

used to weigh the performance evaluation 

indices and the VIKOR method in ranking 

the private universities. However, the work 

was structured to be geographically context 

specific to universities in Taiwan. A web 

based support system using the MCDM 

method was developed with ELECTRE III in 

the personalized ranking of British 

Universities [19]. In [20], VIKOR was 

employed as MCDM method in the ranking 

of universities in Turkey based on academic 

performance only. In [21], a study was 

presented by utilizing the AHP and TOPSIS 

in the evaluation of performance of schools. 

Parents were utilized as the determinants of 

the performance of each criterion. This 

ranking was not based on higher institutions 

but on high schools. TOPSIS with fuzzy 

type-2 was used in [22], for managing the 

choice of a university. The service quality 

was based on SERVQUAL model, which is 

too general to handle variations in the 

educational sector for ranking Higher 

Institutions [12,13].  

 

Therefore, in this study a context-specific 

scientific evaluation index/model is 

considered in the evaluation of Quality of 

Service (QoS) in Tertiary Institutions. 

HiEdQUAL as a higher institution domain 

specific service quality dimension of criteria 

is extended and used for ranking some 

tertiary institutions in Nigeria. Fuzzy 

analytical hierarchy process (FAHP) is used 

to obtain criteria weight and TOPSIS for 

ranking the cases. The Fuzzy concept was 

introduced to resolve the ambiguity of the 

concepts and capture intra-uncertainty, which 

are associated with the decision maker’s 

judgments. The ranking order preference is 

by similarity to ideal solution. FAHP Eigen 

vector algorithm using the iterative Power 

method and The TOPSIS algorithm were 

implemented with Java programming 

Language. This study was able to present the 

general importance of each service quality 
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factors, reveal each institution’s weak and 

strong points quantitatively and rank the 

institutions accordingly based on multiple 

criteria. 

 

3.0 Methodology 

In this work, the evaluation process is 

distinctly covered in 4 steps as shown in Fig. 

1, which are i) definition and establishment 

of criteria to evaluate the higher institutions 

based on their quality of service; ii) the 

determination of each criterion weight; iii) 

determination of criteria performance for 

each alternative; and iv) evaluation and 

ranking of alternatives. The alternatives 

considered for evaluation are 2 private 

universities and 2 public universities from the 

south-west region of Nigeria. 
 

3.1 Criteria Definition 

In this study, HiEdQUAL service quality 

model which is specific with respect to 

measurement of service quality in higher 

institutions was adopted with few additional 

criteria. The HiEdQUAL model is based on 5 

dimensional concepts which are Teaching 

and Course content (TC), Administrative 

Services (AS), Academic Facilities (AF), 

Campus Infrastructure (CI) and Support 

Service (SS). Each dimensional concept has 

its attributes embedded such that they are 

weighted individually. To fully come to 

terms with  

Expectations of the students in relation to 

QoS and evaluate the global relevance of 

Nigerian universities, another 

factor/criterion- INTERNALISATION (IN)- 

was considered.This additional criterion 

underlines the importance of fast tracking 

excellence in higher institutions and attaining 

global relevance. The additional attributes 

which make up IN that were considered 

include: 

i) University provides international 

exchange programs 

Start 

Extended HiEDQUAL MODEL 
Establishment of Criteria 

FUZZY SET THEORY: FUZZY AHP 

Determination of Criteria Weights 

 

FUZZY SET THEORY: TMF;  

DEFUZIFICATION: Centroid 

 
Determination of Criteria Performance for each Alternative 

 

TOPSIS 
Ranking of Alternatives 

 

COMPARISON OF RANKING PERFORMANCES OF INSTITUTIONS  
 

Stop 

Figure1: The Tertiary Institution service quality assessment workflow 
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ii)  University has a number of international 

lecturers/faculty; 

iii) University has standard collaborations 

for recruitment of international staff and 

students; and 

iv) University has international students.  

 

These attributes can provide the focal point 

for rapid development of institution’s bye-

products, acceleration of its goals and global 

relevance among its contemporaries. 

However, such attributes were not 

sufficiently embedded in the HiEDQUAL 

model.The extended HiEDQUAL service 

quality model produced 6 concepts and 33 

criteria. Each of the criteria is rated based on 

the fuzzy linguistic values {very dissatisfied, 

dissatisfied, fair, satisfied, and very 

satisfied}. The extended HiEDQUAL QoS 

criteria model and its notations are shown in 

Table 1. 

 

3.2.1       Fuzzification Process 

This models the uncertainties and 

imprecision of the decision makers involved 

in the evaluation process. The students are 

the decision makers, being the primary 

stakeholders of tertiary institutions. In order 

to elicit criteria importance and institutions 

performance with respect to the criteria, 2 

linguistic variables are defined and fuzzified 

based on literature [6]: the “Perceived 

Importance” and “Perceived Performance”. 

These linguistic variables represent the 

judgements of the decision makers for 

eliciting the perceived importance of one 

criterion over another and perceived 

performance of each alternative in relation to 

extended HiEdQUAL QoS model. The 

linguistic values for the linguistic variable 

“Perceived Importance” for eliciting each 

criterion importance from decision makers 

are identified as:  

Perceived Importance {equally important, 

moderately important, strongly important, 

very strongly important, and extremely 

important} 

Each fuzzy set is represented by the fuzzy 

graph in Figure. 2.  

 

Also, the linguistic values for the linguistic 

variable “Perceived Performance” for 

eliciting the performance of each institution 

with respect to the QoS criteria is defined as  

Perceived Performance {very dissatisfied, 

dissatisfied, fair, satisfied, very satisfied}. 

Each fuzzy set is represented by the fuzzy 

graph in Figure 3.  

 

The membership function µA(x) of a 

Triangular Fuzzy Number (TFN) is defined 

in (1): 

Table 1: The Extended HiEDQUAL criteria model with corresponding weights 

EI   MISI VSI    EXI 

 

 

0  0.1  0.3     0.5   0.7  0.9  1.0 x  

 

 

µ1 

Figure 2:Fuzzy sets of the linguistic values for Perceived importance 

Key: EI- Equally important, MI- Moderately more important, SI- Strongly more 

important, VSI- Very strongly more      important, EXI-Extremely more important. 
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S/N CRITERIA 

CODE 

SELECTED  CRITERIA WEIGHT 

1. TC1 Teachers are responsive and accessible 0.0273 

2. TC2 Teachers follow curriculum strictly 0.0306 

3. TC3 Teachers follow good teaching practices 0.0292 

4. TC4 Relevance between programme & syllabus 0.0182 

5. TC5 Course content develops students' knowledge 0.0262 

6. TC6 Department Informs schedules, exams, results on time 0.0270 

7. TC7 Teachers Complete syllabus on time 0.0312 

8. TC8 Department has sufficient academic staff 0.0350 

9. TC9 University has more adjunct lecturers than in-house 

lecturers 

0.0159 

10 TC10 Departments reflect current trends in the curriculum 0.0166 

11. AS1 Administrative staff provide service without delay 0.0278 

12. AS2 Administrative staff are courteous and willing to help 0.0298 

13. AS3 Administrative staff provide error free work 0.0312 

14. AS4 Administration maintains accurate and retrieval records 0.0361 

15. AS5 Administrative staff are accessible during office hours 0.0161 

16. AS6 University has safety and security measures 0.0217 

17. AF1 Departments have adequate teaching facilities 0.0438 

18. AF2 Classrooms equipped with teaching aids 0.0518 

19. AF3 Department has sufficient class rooms 0.0206 

20. AF4 University has adequate auditoriums, conference halls 

etc. 

0.0314 

21. AF5 Library has adequate academic resources 0.0387 

22. AF6 Computer labs have adequate equipment and internet 

facilities 

0.0326 

23. C11 University has adequate hostel facilities 0.0341 

24. C12 University has adequate medical facilities (Health 

centres) 

0.0311 

25. C13 University has adequate social amenities (Canteen, 

Shopping Mall, Bank, ATM, Post office, etc.) 

0.0394 

26. C14 Campus infrastructure is well maintained. 0.0334 

27. SS1 University has sufficient sports and recreation facilities. 0.0273 

28. SS2 University/department provides placement services. 0.0306 

29. SS3 University provides counselling services 0.0292 

30. IN1 University provides international exchange  programmes 

/collaboration 

0.0182 

31. IN2 University has a number of international 

lecturers/faculty. 

0.0262 

32. IN3 University has standard collaborations for recruitment of 

international staff and students. 

0.0270 

33. IN4 University has international students. 0.0312 
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              {

                
   

   
            

   

   
             

}(1) 

 

where: k is lower boundary; l is median 

point and m is upper boundary, m≠l, u≠m as 

depicted in Fig. 4 such that     ): X 
{   }       
 

                                           
     =0           if    is not in  ; 

 (2) 

0 <     <1       if x is partially in A 

3.2.2  The Fuzzy Aggregation Process 

Based on the inherent subjectivity in the 

evaluation process, the perceptions of the 

decision makers are aggregated using the 

arithmetic operations of fuzzy set defined in 

equation (3). 50 students in each of the four 

institutions were polled using a random 

survey in relation to the extended 

HiEdQUAL model to determine the 

performance of the institutions respectively. 

These perceptions are in two parts: the 

perceptions based on criteria importance 

(Perceived Importance) and secondly, on 

alternative performance with respect to the 

HiEdQUAL criteria Model (Perceived 

Performance). Consequently, these 

perceptions modelled as fuzzy variables, are 

averaged using the following formula in 

equation (4) which is expounded in [22,23] 

as: 
 

      
 

 
(∑  

 

   

∑  

 

   

∑  

 

   

)                      

               Its average triangular fuzzy number 

[31] is now: 

 

               

 ( 
 ⁄ ∑  

 

   

   ⁄ ∑   
 

 ⁄ ∑  

 

   

 

   

)            

 

Equation (4), gives us an average fuzzy 

quantitative performance value for each 

criterion with respect to the decision makers’ 

assessment. The Fuzzy performance for each 

Higher Institution (HI) with respect to the 

criteria is shown in Table 2. 

VS    VDS      DSF         S 

 

 

0  0.1   0.3     0.5  0.7  0.9  1.0 x  

 

 

µ1 

Figure 3: Fuzzy sets of the linguistic values for Perceived performance 

  Key:  VDS = very dissatisfied, DS = dissatisfied, F = fair, S = satisfied, VS = 

very satisfied 

. 
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Table 2: Fuzzy performance for each Higher Institution (HI) with respect to the modified 

HiEdQUAL. A,B,C,D represent the Four Universities  under consideration 
 

Criteri

a 

Fuzzy Criteria Performance of the Higher Institutions(HI) (Fuzzification) 

 HI A HI B HI C                           HI D 

TC1 (3.600,5.480,7.400

) 

(5.040,7.040,8.680

) 

(4.580,6.560,8.380

) 

 

(4.600,6.600,8.480

) 

TC2 (4.120,6.120,8.020

) 

(5.240,7.240,8.900

) 

(4.660,6.640,8.480

) 

(4.200,6.200,8.140

) 

TC3 (3.640,5.560,7.460

) 

(4.740,6.720,8.500

) 

(3.920,5.920,7.860

) 

(4.040,6.040,7.980

) 

TC4 (3.800,5.720,7.640

) 

(4.580,6.520,8.360

) 

(3.740,5.720,7.620

) 

(4.560,6.560,8.420

) 

TC5 (3.820,5.720,7.580

) 

(5.040,7.000,8.760

) 

(4.460,6.440,8.280

) 

(4.680,6.680,8.540

) 

TC6 (4.240,6.160,7.980

) 

(5.240,7.240,8.800

) 

(3.540,5.480,7.380

) 

(3.760,5.760,7.720

) 

TC7 (3.800,5.800,7.740

) 

(4.620,6.600,8.320

) 

(2.820,4.720,6.700

) 

(3.360,5.360,7.340

) 

TC8 (3.600,5.520,7.460

) 

(4.780,6.720,8.420

) 

(3.460,5.400,7.300

) 

(4.440,6.440,8.360

) 

TC9 (3.240,5.160,7.120

) 

(3.540,5.440,7.320

) 

(3.140,5.080,7.000

) 

(2.780,4.760,6.720

) 

TC10 (3.140,5.040,7.040

) 

(4.560,6.520,8.280

) 

(3.420,5.360,7.320

) 

(3.800,5.800,7.780

) 

AS1 (2.880,4.760,6.720

) 

(3.900,5.840,7.800

) 

(2.720,4.640,6.580

) 

(2.940,4.880,6.840

) 

AS2 (3.600,5.520,7.460

) 

(4.240,6.200,8.040

) 

(3.040,5.000,6.940

) 

(3.340,5.240,7.220

) 

AS3 (3.240,5.120,7.060

) 

(3.600,5.560,7.420

) 

(3.040,5.040,7.020

) 

(3.280,5.240,7.200

) 

AS4 (3.820,5.720,7.600

) 

(3.920,5.880,7.780

) 

(3.900,5.840,7.780

) 

(3.600,5.600,7.560

) 

AS5 (3.840,5.760,7.600

) 

(4.240,6.200,8.060

) 

(4.040,6.040,7.940

) 

(4.400,6.400,8.300

) 

AS6 (3.340,5.160,7.100

) 

(5.060,7.040,8.660

) 

(4.240,6.240,8.060

) 

(3.620,5.600,7.560

) 

AF1 (2.620,4.400,6.340

) 

(4.040,6.000,7.840

) 

(2.620,4.480,6.400

) 

(3.360,5.280,7.220

) 

AF2 (2.340,4.120,6.100

) 

(4.760,6.760,8.500

) 

(2.540,4.440,6.360

) 

(3.600,5.560,7.500

) 

AF3 (3.420,5.360,7.340

) 

(4.160,6.080,7.860

) 

(2.880,4.720,6.680

) 

(4.360,6.320,8.200

) 

AF4 (3.040,4.920,6.840

) 

(4.860,6.840,8.520

) 

(3.480,5.400,7.280

) 

(4.020,5.960,7.860

) 

AF5 (4.120,6.120,7.940

) 

(5.640, 

7.640,9.160) 

(3.820,5.800,7.600

) 

(3.940,5.920,7.800

) 
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AF6 (2.640,4.440,6.400

) 

(4.820,6.760,8.420

) 

(3.020,4.840,6.740

) 

(2.780,4.680,6.640

) 

C11 (2.140,3.880,5.860

) 

(4.600,6.560,8.300

) 

(2.760,4.640,6.620

) 

(1.140,2.600,4.580

) 

C12 (2.540,4.320,6.300

) 

(4.680,6.640,8.360

) 

(3.100,5.040,6.940

) 

(3.080,5.040,7.000

) 

C13 (2.920,4.760,6.720

) 

(4.580,6.520,8.240

) 

(2.660,4.560,6.500

) 

(4.320,6.320,8.240

) 

C14 (2.380,4.120,6.100

) 

(4.080,6.040,7.920

) 

(3.620,5.560,7.440

) 

(2.760,4.720,6.680

) 

SS1 (3.000,4.840,6.780

) 

(4.060,6.000,7.820

) 

(3.340,5.280,7.200

) 

(3.740,5.720,7.620

) 

SS2 (2.640,4.440,6.420

) 

(3.200,5.120,7.000

) 

(3.040,4.920,6.860

) 

(2.800,4.720,6.700

) 

SS3 (2.240,4.000,6.000

) 

(4.340,6.280,8.060

) 

(3.780,5.720,7.540

) 

(3.580,5.520,7.480

) 

IN1 (2.180,3.880,5.880

) 

(4.400,6.360,8.200

) 

(3.040,4.960,6.920

) 

(2.580,4.440,6.420

) 

IN2 (1.285,2.836,4.836

) 

(3.560,5.520,7.380

) 

(2.220,4.000,5.980

) 

(2.100,3.920,5.900

) 

IN3 (1.775,3.571,5.571

) 

(3.880,5.800,7.680

) 

(2.380,4.160,6.140

) 

(2.320,4.240,6.220

) 

IN4 (1.632,3.285,5.285

) 

(3.600,5.520,7.340

) 

(2.260,4.080,6.040

) 

(2.280,4.160,6.100

) 

 

3.2.3     Defuzzification 

According to [24], excessive fuzzification 

does not infer better modelling of reality, 

this could end up being counter-productive. 

There is a need to transform the fuzzy nature 

of both the average performance values of 

each criterion and the criteria importance 

values into best non-fuzzy value since final 

judgements are made with crisp values. 

Therefore, in order to transform it into its 

best non-fuzzy performance value, the 

centroid defuzzification method was 

employed in this study because it is 

monotonous, consistent, and its deterministic 

response curve is 

Characterized by a smooth and continuous 

behavior [25]. The deffuzified value of a 

fuzzy number can be attained as in (5). The 

Best Non-Fuzzy Performance values using 

centroid defuzzification with respect to 

selected criteria is shown in Table 3. 
 

    
               

 
          

Where, 

ki represents the first aggregated triangular 

fuzzy number for the overall performance of 

criterion i for HIj 

li represents the middle aggregated triangular 

fuzzy number for the overall performance of 

criterion i for HIj 

mi represents the third aggregated triangular 

fuzzy number for the overall performance of 

criterion i for HIj 

 

Table 3:BNP for each Higher Institution (HI) with respect to the criteria 

Criteria Best Non-Fuzzy Performance of the Higher Institutions(HI) (Centroid 

defuzzification) 

 HI A  HI B  HI C                           HI D 

AS1 4.7867 6.0600 4.6467 4.8867 

AS2 5.5267 4.4933 4.9933 5.2667 



The Evaluation of Tertiary Institution Service Quality Using HiEdQUAL and Fuzzy Topsis 

O.O. Oladipupo, T.O. Amoo and O.J. Daramola 

 

107 

AS3 5.1400 3.9600 5.0333 5.2400 

AS4 5.7133 4.3867 5.8400 5.5867 

AS5 5.7333 4.8000 6.0067 6.3667 

AS6 5.2000 4.2000 6.1800 5.5933 

AF1 4.4533 4.8733 4.5000 5.2867 

AF2 4.1867 4.5000 4.4467 5.5533 

AF3 5.3733 4.0800 4.7600 6.2933 

AF4 4.9333 3.9800 5.3867 5.9467 

AS1 4.7867 6.0600 4.6467 4.8867 

AF5 6.0600 2.9533 5.7400 5.8867 

AF6 4.4933 3.5933 4.8667 4.7000 

C11 3.9600 3.3600 4.6733 2.7733 

C12 4.3867 4.7867 5.0267 5.0400 

C13 4.8000 5.5267 4.5733 6.2933 

C14 4.2000 5.1400 5.5400 4.7200 

SS1 4.8733 5.7133 5.2733 5.6933 

SS2 4.5000 5.7333 4.9400 4.7400 

SS3 4.0800 5.2000 5.6800 5.5267 

IN1 3.9800 4.4533 4.9733 4.4800 

IN2 2.9533 4.1867 4.0667 3.9733 

IN3 3.5933 5.3733 4.2267 4.2600 

IN4 3.3600 4.9333 4.1267 4.1800 

 

3.3 FuzzyAnalytical Hierarchy Process (FAHP) 

 

 
Fig. 5: Graphical representation of the Fuzzy AHP derived weights of extended 

HiEDQUAL QoS criteria 

  

AHP was proposed by Saaty [26], and is one 

of the most popularly utilized weighting 

MCDM method [15].  The fusion of Fuzzy 

set concept addresses the weakness of the 

AHP by capturing 

AHP was proposed by Saaty [26], and is one 

of the most popularly utilized weighting 

MCDM method [15].  The fusion of Fuzzy 

set concept addresses the weakness of the 

AHP by capturing the uncertainties of the 

decision makers before making 

recommendations on criteria importance. 

Fuzzy AHP was adopted as a weighing 

model for determining each criterion weight 

as shown in Table 1 and graphically 

represent in Figure 5. The Experts 
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considered in this study are people in the 

University Quality Assurance unit, 

Academic Planning and Head of 

Departments from the universities under 

consideration due to their deeper knowledge 

about their universities’ quality of service. 

The experts are considered for the rating of 

the criteria importance based on the fuzzy 

linguistic values {Equally important, 

moderately more important, strongly more 

important, very strongly more important, 

extremely more important}. 

For the determination of weights/priorities, 

using Fuzzy AHP approach, Eigen vector 

algorithm, using the iterative Power method 

has been adopted [27], and implemented in 

Java Programming language due to its 

ability to accommodate slight 

inconsistencies in the comparisons matrix of 

the high number of criteria being 

considered. The Fuzzy AHP algorithm is 

stated as:  

Step 1: Construct afuzzypairwise 

comparison matrixfor each decision maker 

(DM) with the aid of the  linguistic scale in 

Figure 2.Each element,( ij) in the pairwise 

comparison matrix,  is a fuzzy  number 

corresponding to the linguistic value 

selected by the decision maker (DM) in 

Figure 2. Consequently, the relative 

importance of one criterion over another can 

be subjectively expressed by a DM in 

constructing the pairwise comparison matrix 

using the following steps:  

 If two criteria have equal importance in 

pairwise comparison, enter 

corresponding fuzzy number in Figure 

2for both criteria;   

 If one of them is moderately more 

important than the other, enter the 

corresponding fuzzy number and for   

 the other enter  reciprocal fuzzy number 

in Figure 2;  

 If one of them is strongly more 

important than the other, enter the 

corresponding fuzzy number and for the 

other enter reciprocal fuzzy number in 

Figure  2;   

 If one of them is very strongly more 

important than the other, enter the 

corresponding fuzzy number and  for  

the other enter reciprocal fuzzy number 

in Figure  2;   

 If one of them is extremely important 

than the other, enter the corresponding 

fuzzy number  and for the other enter 

reciprocal fuzzy number in Figure 2;   

Then, we have: 

 

 rewritten 

as 

 

    (6)                                                                                                                                                                                                                                                                                                                     

where  (a12k,a12l,a12m) is represented as 

triangular fuzzy number for criterion i and j 

and  

  (a21k,a21l,a21m) represents the reciprocal 

fuzzy number for the comparison between 

criterion j and i 

Step 2: Add the fuzzy numbers selected by 

each DM for each pairwise comparison of ith 

and jth criterion using the equation (3) if 

there is more than one DM, and collapse into 

an aggregated one using equation (4). 

Step 3:   Defuzzify averaged fuzzy numbers 

from step (2) for each  in  

using the Centroid 

Defuzzification formula in equation (5) due 

to the condition required of linear additive 

models like  AHP as certainty is prerequisite 

before final results. 

Step 4:   Square the averagedPairwise 

comparison matrix: An+1 = An*An. 

Step 5: Perform the row sums that are 

calculated and normalized using equation (7) 

and (8): 

   ∑           (7) 

summation of the row values  and   

     
  

∑    
 (8)       (8) 

a

A

12 1

21 2

1 2

1

1

1

n

n

n n

a a

a a
A

a a



1 , 1 , 1( )nk nl nma a a A

  

 
 𝑎 2 𝑘    𝑎 2 𝑙    𝑎 2 𝑚 

⋮
 𝑎 𝑛 𝑘    𝑎 𝑛 𝑙    𝑎 𝑛 𝑚 

   𝑎  2𝑘    𝑎  2𝑙    𝑎  2𝑚 

 
⋮

    𝑎 𝑛2𝑘    𝑎 𝑛2𝑙    𝑎 𝑛2𝑚 

⋯

 
⋯
⋯
⋯

    𝑎  𝑛𝑘    𝑎  𝑛𝑙    𝑎  𝑛𝑚 

   𝑎 2𝑛𝑘    𝑎 2𝑛𝑙    𝑎  𝑛𝑚 

⋮
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where pi is the normalization of the sums. 

This produces the first eigenvector. 

 

Step 6:  Repeat steps 4 and 5 using the new 

matrix An+2 derived from squaring the An  

Step 7:   Stop when there is a difference 

between the current and last eigenvector 

solution in two consecutive priorities 

calculations derived from Step 5 and 6. 

 

3.4 Ranking of Alternatives Using 

TOPSIS MCDM Methods 

For the ranking of the tertiary institutions of 

learning under consideration, TOPSIS  

MCDM method was applied.TOPSIS 

proposed by Hwang and Yoon [6] was 

developed based on the idea that the best 

alternative should have the shortest distance 

to the positive ideal situation and the farthest 

to the negative ideal situation.  

 Step 1: Calculation of the normalized 

performance matrix  

    
   

√∑    
2   

 

                        

(9) 

where aij is the performance matrix, i as the 

alternative number and j the criterion 

number  

Step 2: Calculation of weighted and 

normalized performance matrix   

Vij = wj × rij i = 1, 2. . . m    j = 1, 2, . . ., n 

(10) 

where, wj is weight of criterion j. 

Step 3: Determination of positive ideal 

solution and negative ideal solution. 

The weighted and normalized values in 

matrix Vij gives rise to the positive ideal 

solution (A
+
) and Negative ideal solution (A

-

) 

A
+
 = (V1

+
, V2

+
... Vn

+
)   (11) 

 

A
−
 = (V1

-
, V2

-
. . .Vn

-
)           (12) 

the Vij matrix, Vj
_
 is the worst alternative 

value in criterion j from the Vij matrix.  

 

The Normalized Performance matrix and 

Weighted Normalized Performance matrix 

for each Higher Institution (HI), with respect 

to the criteria is shown on Table 4 

Step 4: Calculation of distance values 

between alternatives 

The distance of alternatives from the 

positive ideal solution Si+ and the distance 

of alternatives from the negative ideal 

solution Si− are calculated with Eqs. (13) 

and (14) respectively 

 

  
  √∑       

  2

 

   

              

(13) 

  
  √∑       

  2

 

   

              

(14) 

Step 5: Calculation of the closeness to the 

positive-ideal solution  

  
  

  
 

  
    

                  (15) 

Ci+ value is in the 0 ≤   
 ≤ 1 interval. As 

  
 gets closer to 1, alternative i gets closer to 

A
+
, whereas if   

 gets closer to 0, alternative 

i gets closer to A
−
. 

 

Step 6: Arrangement of alternative choices: 

Alternatives are arranged according to the 

decreasing order of   
 . 

4.0 Results 

The result from this study reveal some 

hidden and non-trivial knowledge about the 

four universities considered as related to the 

QoS criteria measures. Table 1 shows the 33 

criteria with their corresponding weight 

which reveals  the criteria importance as 

related to the institution under consideration. 

This was determined by FAHP Eigen vector 

algorithm, using the iterative Power method. 

The graphical representation is shown in 

Figure 5. Each institution performance as 

against each criterion is tabulated in Table 3. 

Table 4 shows each institution performance 
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positive and negative closeness to the ideal 

performance as against each criterion using 

TOPSIS MCDM method. For the final 

ranking of the institutions’ performance with 

TOPSIS, the result of the closeness to the 

positive-ideal solution associated with each 

alternative is shown in Table 5 and 

graphically represented on Figure 6. Figures 

7-10 show the graphical weight of each 

criterion for the four universities considered. 

Table 5: Ranking values for the TOPSIS 

method 

Alternative 

Institution 

TOPSIS Ranking 

Higher Institution  A 0.1595 4 

Higher Institution  B 0.9702 1 

Higher Institution  C 0.3416 3 

Higher Institution  D 0.4307 2 

 

Selecte

d 

Criteria 

Fuzzy Criteria Performance of the Higher Institutions(HI) (Fuzzification) 

 HI A HI B HI C                           HI D 

TC1 (3.600,5.480,7.40

0) 

(5.040,7.040,8.680

) 

(4.580,6.560,8.380

) 

(4.600,6.600,8.480

) 

TC2 (4.120,6.120,8.02

0) 

(5.240,7.240,8.900

) 

(4.660,6.640,8.480

) 

(4.200,6.200,8.140

) 

TC3 (3.640,5.560,7.46

0) 

(4.740,6.720,8.500

) 

(3.920,5.920,7.860

) 

(4.040,6.040,7.980

) 

TC4 (3.800,5.720,7.64

0) 

(4.580,6.520,8.360

) 

(3.740,5.720,7.620

) 

(4.560,6.560,8.420

) 

TC5 (3.820,5.720,7.58

0) 

(5.040,7.000,8.760

) 

(4.460,6.440,8.280

) 

(4.680,6.680,8.540

) 

TC6 (4.240,6.160,7.98

0) 

(5.240,7.240,8.800

) 

(3.540,5.480,7.380

) 

(3.760,5.760,7.720

) 

TC7 (3.800,5.800,7.74

0) 

(4.620,6.600,8.320

) 

(2.820,4.720,6.700

) 

(3.360,5.360,7.340

) 

TC8 (3.600,5.520,7.46

0) 

(4.780,6.720,8.420

) 

(3.460,5.400,7.300

) 

(4.440,6.440,8.360

) 

TC9 (3.240,5.160,7.12

0) 

(3.540,5.440,7.320

) 

(3.140,5.080,7.000

) 

(2.780,4.760,6.720

) 

TC10 (3.140,5.040,7.04

0) 

(4.560,6.520,8.280

) 

(3.420,5.360,7.320

) 

(3.800,5.800,7.780

) 

AS1 (2.880,4.760,6.72

0) 

(3.900,5.840,7.800

) 

(2.720,4.640,6.580

) 

(2.940,4.880,6.840

) 

AS2 (3.600,5.520,7.46

0) 

(4.240,6.200,8.040

) 

(3.040,5.000,6.940

) 

(3.340,5.240,7.220

) 

AS3 (3.240,5.120,7.06

0) 

(3.600,5.560,7.420

) 

(3.040,5.040,7.020

) 

(3.280,5.240,7.200

) 

AS4 (3.820,5.720,7.60

0) 

(3.920,5.880,7.780

) 

(3.900,5.840,7.780

) 

(3.600,5.600,7.560

) 

AS5 (3.840,5.760,7.60

0) 

(4.240,6.200,8.060

) 

(4.040,6.040,7.940

) 

(4.400,6.400,8.300

) 

AS6 (3.340,5.160,7.10

0) 

(5.060,7.040,8.660

) 

(4.240,6.240,8.060

) 

(3.620,5.600,7.560

) 
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AF1 (2.620,4.400,6.34

0) 

(4.040,6.000,7.840

) 

(2.620,4.480,6.400

) 

(3.360,5.280,7.220

) 

AF2 (2.340,4.120,6.10

0) 

(4.760,6.760,8.500

) 

(2.540,4.440,6.360

) 

(3.600,5.560,7.500

) 

AF3 (3.420,5.360,7.34

0) 

(4.160,6.080,7.860

) 

(2.880,4.720,6.680

) 

(4.360,6.320,8.200

) 

AF4 (3.040,4.920,6.84

0) 

(4.860,6.840,8.520

) 

(3.480,5.400,7.280

) 

(4.020,5.960,7.860

) 

AF5 (4.120,6.120,7.94

0) 

(5.640, 

7.640,9.160) 

(3.820,5.800,7.600

) 

(3.940,5.920,7.800

) 

AF6 (2.640,4.440,6.40

0) 

(4.820,6.760,8.420

) 

(3.020,4.840,6.740

) 

(2.780,4.680,6.640

) 

C11 (2.140,3.880,5.86

0) 

(4.600,6.560,8.300

) 

(2.760,4.640,6.620

) 

(1.140,2.600,4.580

) 

C12 (2.540,4.320,6.30

0) 

(4.680,6.640,8.360

) 

(3.100,5.040,6.940

) 

(3.080,5.040,7.000

) 

C13 (2.920,4.760,6.72

0) 

(4.580,6.520,8.240

) 

(2.660,4.560,6.500

) 

(4.320,6.320,8.240

) 

C14 (2.380,4.120,6.10

0) 

(4.080,6.040,7.920

) 

(3.620,5.560,7.440

) 

(2.760,4.720,6.680

) 

SS1 (3.000,4.840,6.78

0) 

(4.060,6.000,7.820

) 

(3.340,5.280,7.200

) 

(3.740,5.720,7.620

) 

SS2 (2.640,4.440,6.42

0) 

(3.200,5.120,7.000

) 

(3.040,4.920,6.860

) 

(2.800,4.720,6.700

) 

SS3 (2.240,4.000,6.00

0) 

(4.340,6.280,8.060

) 

(3.780,5.720,7.540

) 

(3.580,5.520,7.480

) 

IN1 (2.180,3.880,5.88

0) 

(4.400,6.360,8.200

) 

(3.040,4.960,6.920

) 

(2.580,4.440,6.420

) 

IN2 (1.285,2.836,4.83

6) 

(3.560,5.520,7.380

) 

(2.220,4.000,5.980

) 

(2.100,3.920,5.900

) 

IN3 (1.775,3.571,5.57

1) 

(3.880,5.800,7.680

) 

(2.380,4.160,6.140

) 

(2.320,4.240,6.220

) 

IN4 (1.632,3.285,5.28

5) 

(3.600,5.520,7.340

) 

(2.260,4.080,6.040

) 

(2.280,4.160,6.100

) 

 

  

5.0 DISCUSSION 

In this paper, we have presented an empirical study on ranking of four universities (2 private 

and 2 public) in the south-west region of Nigeria based on fuzzy TOPSIS MCDM method. 

The adopted HiEdQUAL model of five 

 
Table 4: The Normalized Performance matrix and Weighted Normalized Performance matrix for each  

 

Course content (T), Administrative 

 



The Journal of Computer Science and Its Applications                    Vol. 23, No 1  June 2016 

 

112 

 
Figure 6: Graphical representation of the  

 

  
Figure 7: Higher Institution ‘A’ performance against each criterion 

 

 
Figure 8: Higher Institution ‘B’ performance against each criterion 

 

 
Figure 9Higher Institution ‘C’ performance against each criterion 
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Figure 10: Higher Institution ‘D’ performance against each criterion 

 

This is considered based on one-one 

interaction with the decision makers. This 

amount to 33 criteria for the evaluation 

process as opposed to other models in 

[18,19,20,21,22] which is relatively specific 

to cater for demands of the universities in 

their respective geographical regions.  The 

additional dimension reveals the 

international exposure and collaboration of 

the institutions.   For example a criterion like 

recruitment of international staff can fast 

track realignment of the university goals in 

repositioning their policies for global 

ranking if the weakness is sufficiently 

exposed to the university. 

 

As depicted in Figure5, it is observed that 

Criterion 25 (University has adequate 

Amenities - Canteen, Shopping center, Bank, 

ATM, Post office etc.) has the highest 

weight, followed by Criterion 24 (University 

has adequate medical facilities (Health 

centers)). The lowest weight was    Criterion 

16 (University has safety and security 

measures).This indicates that  in ranking 

universities in Nigeria, the stakeholder are 

more concerned about the amenities and 

facilities as compared to safety and security. 

Meaning that they are less concern about the 

safe and security the universities can 

guarantee. 

From Table 4, the performance weight of 

each alternative institution against each 

criterion is determined. This actually dictates 

to the institutions their strong fits of quality 

of service and the weak points. Figures. 7 

and 8 give a graphical picture of alternative 

HIA and HIB performance against each 

criterion respectively.  From Figure.7, HIA 

has the strongest weight in TC6 with 6.13 

performance weight and the weakest weight 

in IN2 with 2.95. This shows that HIA has to 

improve on the number of international 

lecturers/faculty and maintain her strength in 

prompt release of Departmental schedules, 

exams and results which is their main 

strength for now. For HIB from Figure 7, the 

strongest point is AS1 with 6.06 weight. 

This shows that the institution HIB’s 

strength is in services provided by the 

administrative staff promptly without delay. 

Therefore, there could be need to motivate 

their administrative staff  to do more since 

this is her major strength. The weakest fit is 

AF5 with 2.95. This suggests that there is 

need to improve in her Library academic 

resources to enhance her quality of service.   

 

Also, according to Table 5, the alternative 

HIB is evaluated and ranked the best 

alternative with the 0.97 coefficient of 

closeness to the ideal. This was followed by 

HID with 0.43 coefficient of closeness, HIC 

with 0.34 and HID with 0.16 coefficient of 

closeness.  From Figure 5, it is clearly 

shown that higher institution B is the best 

ranked institution based on the 33 criteria. 

This means HIB is the closest institution to 

the Ideal Institution among others, followed 

by institution D. The farthest institution 

away from the Ideal institution is institution 

A. Nevertheless,  HIB  has its own weak 

point as shown in Figure 8 and  Alternative 

HIA being the least ranked institution, also 

has its own strong point as shown in Figure 

7. This implied that being the best is relative 
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per time. There is always a room for 

improvement to satisfy the primary stake 

holders. 

 

The results obtained could be more 

generalizable if more participants are 

involved as against the 50 students 

employed to determine the performance of 

their respective universities. Meanwhile, this 

study gives a pointer to administrators in 

their respective universities to addressing the 

concerns of their primary stakeholders 

(students) in terms of service delivery. The 

result from this study can mitigate the effect 

of slow development and serve as an eye 

opener for institution in repositioning for 

global ranking of world class universities.  

 

6.0    CONCLUSION 

The proposed methodology for ranking of 

universities based on qualitative measures 

have been presented. The Extended 

HiEdQUAL model is utilised for defining 

the criteria necessary to establish the 

standing of each university in terms of  

overall service delivery. Subsequently the 

Fuzzy set theory is employed to model the 

discrepancies involved in human judgements 

during evaluating. Then the MCDM method, 

TOPSIS is hybridized with the Fuzzy Set 

Theory to rank the universities accordingly. 

This study reveals non-trivial knowledge 

about the universities considered and the 

criteria.  In the future, more than one 

MCDM method can be applied to ensure the 

reliability of the ranking results. Also, the 

number of respondents and the institution 

could be increased. 
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ABSTRACT 

Embedding malicious URLs in e-mails is one of the most common web threats facing the 

internet community today. Malicious URLs have been widely used to mount various cyber-

attacks like spear phishing, pharming, phishing and malware. By falsely claiming to be a 

trustworthy entity, users are lured into clicking on these compromised links to divulge vital 

information such as usernames, passwords, or credit card details and unknowingly succumb to 

identity theft. Hence, the detection of malicious URLs in e-mails is very essential so as to help 

internet users implement safe practices and as well prevent them from becoming victims of 

fraud. This paper explores how malicious links in e-mails can be detected from the lexical and 

host-based features of their URLs to protect users from identity theft attacks. This research uses 

Naïve Bayesian classifier as a probabilistic model to detect if a URL is malicious or legitimate. 

The Naïve Bayesian classifier is used to count up the occurrence of each feature in an e-mail and 

calculate the cumulative score. If the cumulative score is greater than the given threshold, the 

URL is considered malicious otherwise the URL is legitimate. 
 

Keywords: Malicious URLs; Pharming; Phishing, Attacks; Naïve Bayesian classifier, threshold. 
 

I. INTRODUCTION 

Although the World Wide Web is a very fast 

and easy tool for sharing information over the 

internet, it also has an immense risk of cyber-

attacks. Scammers have used the Web as a 

means of delivering malicious attacks such as 

phishing, pharming, e-mail spoofing and 

malware infection [1]. For instance, phishing 

which is a form of identity theft involves 

sending an e-mail that appears to be from a 

trustworthy source to lure people into clicking 

a compromised Uniform Resource Locator 

(URL) contained in the e-mail which links to a 

fake website in an attempt to illegally get a 

user‟s vital personal information such as 

usernames, passwords, credit card details, 

social security or bank account numbers [15]. 

According to the Anti-Phishing Working 

Group (APWG), Phishing Activity Trends 

Report for the fourth quarter of 2015, the total 

number of unique phishing websites detected 

was 158,574 while the total number of unique 

phishing e-mail reports received by APWG 

from consumers was 380,280. It was estimated 

that 70% of internet users have received 

phishing e-mails, out of which approximately 

15% have been lured into providing their 

personal information which is subsequently 

used for fraudulent purposes [3]. 

Spoofed e-mails which contain malicious 

URLs are sent to users by posing to be a 

legitimate entity asking for urgent response to 

conditions such as account suspension, failed 

transaction or upgrade to a newly installed 

security feature in order to get sensitive 

information. These URLs once clicked, lead to 

the actual phishing sites which are replicas of 
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genuine websites and lure the users into 

entering sensitive information [4]. 

Many users are not skilled enough to 

defend themselves against identity theft and 

fraud attacks because the URLs of phishing 

websites are forged to look very similar, and 

sometimes even identical, to the legitimate 

websites. So it is difficult for even a more 

careful user to detect fraudulent websites. 

There is therefore, a need for an efficient 

method to defend users against such attacks 

[14]. 

Figure 1 is a sample phishing e-mail.  In 

an effort to circumvent this great challenge, the 

authors propose a project titled “Identifying 

Compromised URLs in Electronic Mail with 

Bayesian Classification”. 

  

 
Figure 1: Sample Phishing E-mail 

 

II.  RELATED WORKS 

Over the past few years, several  methods have 

been applied to detect and defend against 

phishing attacks. Here, we briefly review some 

existing anti-phishing techniques. 

Zhang, et al. (2007) presented a content-based 

approach for detecting phishing websites using 

an anti-phishing tool called Carnegie Mellon 

Anti-phishing and Network Analysis tool 

(CANTINA). Unlike other heuristic-based 

phishing detection approaches that examine 

the visible characteristics of a web page (e.g 

the URL and its domain name) to classify a 

website as either phishing or legitimate, the 

CANTINA was designed to examine the 

content of a web page to determine whether or 

not a website is legitimate. CANTINA was 

also combined with some heuristics like 

checking the age of the domain name, 

checking if a page contains inconsistent well-

known logos or images, checking if the URL 

and links of a page are suspicious, checking if 

a page‟s domain name is an IP address, 

checking the number of dots in a page‟s URL, 

checking if a page contains forms with submit 

button. This approach is however cumbersome 

and extremely difficult to implement [24]. 

Ram, et al. (2008) talked about the 

effectiveness of using different machine 

learning algorithms for the classification of 

phishing emails. They compared the 

performance of six different machine learning 

methods in detecting and classifying phishing 

emails which include Support Vector 

Machines (SVMs), Biased Support Vector 

Machines (BSVMs), A Library for Support 

Vector Machines (LIBSVM), Neural Networks 

(NN), K-Means, Self Organizing Maps 

(SOMs). They found that LIBSVM achieved 

consistently the best results.  

Medvet, et al. (2008) presented an anti-

phishing system that detects phishing attempts 

by comparing the visual similarity between a 

suspected phishing site and the legitimate site 



The Journal of Computer Science and Its Applications                                  Vol. 23, No 1  June 2016 

 

116 

that is spoofed. They reported that it was 

typical of victims to judge and be convinced of 

a webpage‟s authenticity by its look-and-feel. 

Therefore, three features that are visually 

perceived by users were considered to 

determine page similarity: the texts & style of 

text in the webpage, the images embedded in 

the webpage, and the overall visual appearance 

of the webpage as rendered by the browser. A 

webpage is reported as a phishing site if its 

similarity to the legitimate webpage is higher 

than the predefined similarity threshold [21]. 

Xiang & Hong (2009) presented a hybrid 

phishing detection approach based on 

information extraction (IE) and information 

retrieval (IR) techniques. Their method used 

an identity-based detection component to 

detect phishing sites by discovering the 

inconsistencies between a website‟s real 

identity and its claimed identity and a 

keywords-retrieval detection component which 

employs IR algorithms and exploits the power 

of search engines to detect phishing. These two 

components manipulate the Document Object 

Model (DOM) after the webpage has been 

rendered in a web browser to bypass deliberate 

obstacles [22]. 

Han, et al. (2012) proposed an Automated 

Individual White-List (AIWL) approach to 

protect user‟s web digital identities. AIWL 

detects web digital identities theft attacks such 

as phishing and pharming by keeping an 

automated individual white-list of all web sites 

familiar to the user together with the Login 

User Interface information of these websites 

[8]. A Naïve Bayesian classifier was used by 

the AIWL to automatically build an individual 

white-list for a user. If a user tries to submit 

his or her account information to a website that 

does not match the white-list, AIWL will alert 

the user of the possible attack. AIWL also 

keeps track of the features of login pages (e.g., 

IP addresses, document object model (DOM) 

paths of input widgets) in the individual white-

list and checks the legitimacy of these features 

to defend users against attacks [6]. 

 

Table 1: Common Phishing Features [2] 

S.No. Phishing Features No. of appearances 
Appearance 

% 

1 Using the IP address 14 46.66  ← 

2 Abnormal request URL 30 100      ← 

3 Abnormal URL of anchor 7 23.33   ← 

4 Abnormal DNS record 2 06.66 

5 Abnormal URL 5 16.66 

6 Using SSL certificate 17 56.66   ← 

7 Certification authority 4 13.33 

8 Abnormal cookie 2 06.66 

9 Distinguished Names Certificate (DN) 4 13.33 

10 Redirect pages 3 10.00 

11 Straddling attack 2 06.66 

12 Pharming attack 4 13.33 

13 Using on MouseOver to hide the link 6 20.00   ← 

14 Server Form Handler (SFH) 2 06.66 

15 Spelling errors 24 80.00   ← 

16 Copying website 5 16.66 

17 Using forms with „„Submit‟‟ button 6 20.00   ← 

18 Using Pop-Ups windows 8 26.66  ← 

19 Disabling right click 2 06.66 

20 Long URL address 22 73.33  ← 

21 Replacing similar characters for URL 16 53.33  ← 

22 Adding prefix or suffix 9 30.00 
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23 Using the @ symbol to confuse 6 20.00  ← 

24 Using hexadecimal character codes 8 26.66  ← 

25 Much emphasis on security and response 5 16.66 

26 Buying time to access accounts 3 10.00 

III. PHISHING FEATURES 

There are several phishing features, however, 

based on the review of various related 

researches, the feature set has been reduced 

and the common phishing features which will 

help to improve the accuracy and  the precision 

of detecting malicious URLs were gathered as 

shown in the Table 1.  

According to the analysis by (Aburrous, 

Hossain, Keshav, & Fadi, 2010), the above 

underlined features showed high impact in 

various studies as mentioned in the related 

works and hence for better performance, the 

feature set comprises features whose impact is 

greater than 20%. This includes the host based 

features, lexical features, and suspicious 

keywords in the e-mail [2] [19]. 

 

URL FEATURES USED 

Phishing URLs can be examined based on two 

types of features: lexical features and host-

based features of the URL [5]. The lexical 

features analyse the format of the URL while 

the host based features identify the location, 

owner and how malicious sites are hosted and 

managed.  

Lexical Features 

Lexical features are the textual properties of 

the URL. It analyses the format of the URL not 

the content of the page it references. These 

properties include the length of the entire 

URL, presence of IP address in URL, the 

number of dots in the URL, presence of 

phishing keywords in URL, presence of 

suspicious characters such as @ symbol, 

hexadecimal characters and use of delimiters 

or special binary characters like “/”, “?”, “.”, 

“=”, “-”, “$”, “^” either in the host name or 

path [5].  It should be noted that F1 to F8 are 

the features considered in this work. 

a. Length of URL (F1): Most phishing URLs 

use very large domain names to lure end-

users so that the URL may appear 

legitimate. e.g. 

http://www.tsv1899benningen-

ringen.de/chronik/update/alert/ibclogon.ph

p.Thus, if the length of a URL is longer than 

55 characters, the URL is flagged 

suspicious. 

b. Use of IP address in URL (F2): Some 

phishing websites contain an IP address in 

their URL instead of the domain name in 

order to hide the actual domain name which 

is malicious. When the URL in an email has 

its host name as an IP address. For example, 

in http://65.222.204.76/co/, we flag the 

URL suspicious. 

c. Using the hexadecimal character codes 

(F3): A malicious URL can also be 

represented using hexadecimal base values 

with a „%‟ symbol to hide the actual letters 

and numbers in the URL. Thus, a URL that 

has hexadecimal character codes will be 

flagged suspicious [11]. 

d. Use of @ symbol in URL (F4): The „@‟ 

character is used by phishers to make host 

names difficult to understand. A @ symbol 

in a URL will enable the string to the left of 

the „@‟ symbol which is the actual 

legitimate URL to be discarded while the 

string to the right which leads to the 

phishing site is treated as the actual website. 

For example, in the URL 

http://www.worldbank.com@phishingsite.c

om, “www.worldbank.com” will be 

discarded while “phishingsite.com” will be 

treated as the actual domain name. When a 

URL contains the „@‟symbol is detected, 

we flag it suspicious. 



The Journal of Computer Science and Its Applications                                  Vol. 23, No 1  June 2016 

 

118 

e. Number of dots in URL (F5): Usually, 

legitimate URLs will not contain more than 

five dots but phishing URLs typically have 

many dots because phishers make use of 

sub domains to make the URLs look 

legitimate. Having sub domains means 

having an extremely large number of dots in 

the URL. For example, 

“https://login.personal.wamu.com/verificati

on.asp?d=1” has two sub domains. A URL 

with more than five (5) dots is flagged as 

phishing [10]. 

f. Number of Sensitive Words in URL (F6): 

Some sensitive words frequently appear in 

phishing URLs such as secure, account, 

update, login, sign-in, banking, confirm, 

verify suspend, username, etc. URLs that 

contain one or more of these keywords are 

deemed suspicious. We use this feature to 

flag a URL as phishing. 

Host-Based Features 

Host-based features describe the location of 

malicious sites , that is, where they are being 

hosted, who these sites are managed by and 

how they are managed. Some of these features 

are age of domain, page rank, number of 

domains [7]. 

g. Age of domain (F7): The age of the domain 

identifies when a website is hosted such that 

a website that has less age or is relatively 

new is flagged suspicious. Many phishing 

sites have registered domain names that 

exist only for a short period of time to evade 

detection. They may be recently registered 

and some domains may not even be 

available at the time of checking. The 

WHOIS lookups on the WHOIS server is 

used to retrieve the domain registration 

date, and if the domain registration entry is 

not found on the WHOIS server, the URL is 

considered suspicious [9]. 

h. Presence of Form Tag (F8): One of the 

methods phishers use to collect information 

from users is the use of form tag in URL. 

For example, <FORM 

action=http://www.paypalsite.com/profile.p

hp method=post , the PayPal URL contains 

a form tag which has the action attribute 

actually sending the information to 

http://www.paypalsite.com/profile.php and 

not to http://www.paypal.com. Thus, a URL 

that has the form tag is flagged suspicious. 

i. Number of Domains (F9): A phishing URL 

may contain two or more domain names 

which are used to forward address from one 

domain to the other. For example, 

“http://www.google.com/url?sa=t&ct=res

&cd=3&url=http%3A%2F%2Fwww.antiph

ishing.org%2F&ei=-

0qHRbWHK4z6oQLTmBM&usg=uIZX_3aJ

vESkMveh4uItI5DDUzM=&sig2=AVrQFp

FvihFnLjpnGHVsxQ” has two domain 

names where “google.com” forwards the 

click to “antiphishing.org” domain name. 

The number of domain names in the URL 

extracted from an e-mail is counted and if 

more than one, we flag the URL suspicious 

[12]. 

j. HTTP Status of URL (F10): Some URLs 

are not valid at all. A URL is checked and if 

the URL passes the HTTP ok code 200, it 

means the URL is valid. If the HTTPok 

code 200 returns as false then the URL is 

not valid and is flagged phishing. 

IV. NAÏVE BAYESIAN (NB) CLASSIFIER 

Naïve Bayesian (NB) classification algorithm 

is based on applying Bayes‟ theorem with 

strong (naive) independence assumptions 

between the features. Naïve Bayesian classifier 

is one of the most successful learning 

algorithms for text categorisation , that is, 

grouping documents as belonging to one 

category or the other (such as spam or 

legitimate) with word frequencies as the 

features and it is widely used in Spam Filtering 

[20]. 

Given a dependent class variable C with a 

small number of outcomes or classes which is 

conditional on several feature variables, each 

URL in an email is represented by a feature 
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vector  ⃗⃗   (             ) where each of 

the property,               is independent. 

A Naive Bayes classifier can be represented as 

follows: 

 (   |       )  
 (   )  (       |   )

∑  (   )  (       |   )  (               )
    ( )

The „„naive‟‟ conditional independence assumes that each feature    is conditionally independent 

of every other feature    (   ) given a class C. Hence,  (   |       ) can be computed as: 

(   |       )  
 (   ) ∏  (  |   )

 
   

∑  (   ) ∏  (  |   )
 
     (               )

    ( ) 

where  (  | ) and  ( ) can be easily calculated from the training samples. 

 

V. INTEGRATING BAYESIAN PROBABILITY WITH THE PROPOSED SYSTEM 

Using Bayes‟ theorem, the conditional probability for the independent feature vector  ⃗  
(             ) with   possible outcomes or classes     is: 

 

 (  | )  
 (  ) ( |  )

 ( )
....................................(3) 

That is, 

          
                  

        
................................(4) 

 

Since URLs can be classified as valid or malicious, new URLs are classified as they arrive, that is, 

the class label they belong to is determined based on the currently existing URLs. Prior 

probabilities are based on previous experiences, in this case the percentage of Valid and Malicious 

URLs are used to predict outcomes before they actually happen. 
 

                                
                     

                           
        ( ) 

 

                                    
                        

                           
       ( ) 

Since there is a total of (X) Tested URLs, (Y) of which are Valid URLs and (Z) Malicious URLs, 

the prior probabilities for class membership are: 

 

                                
  

 
                    ( ) 

                                
  

 
                     ( ) 

 

Having formulated the prior probability, a new URL can now be classified. A new URL (N) can 

be classified using the likelihood probability: 

                                  
                    

                           
            ( ) 
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         (  ) 

 

The final classification is done by combining both sources of information, i.e., the prior and the 

likelihood probabilities, to form a posterior probability using Bayes' rule. 
                                 ( )           

                                  
                                             (  ) 

                                 ( )               
                                       
                                               (  ) 

 
ALGORITHM I: NAÏVE BAYESIAN CLASSIFIER 
 

Input:URL  

Output:Class Value 

1. Extract URLs from e-mail 

1.1. host=Host(URL)  

1.2. path=Path(URL)  

2. Extract URL features 

2.1. features [                 ]=Extract(host, path) //Each feature    takes value 0, or 1  

3. Calculate probability of malicious URL 

3.1. P(  | features )= P(  )  ∏  (  |  )       //    is class phishing  

4. Calculate probability of legitimate URL 

4.1. P(  | features )=  (  )  ∏  (  |  )        //    is class legitimate  

5. if (P(  | features )/ P(  | features ) > α) Class=1 //legitimate  

6. else-if (P(  | features )/ P(  | features )> α) Class=-1 //phishing  

7. else-if ((1/α) < P(  | features )/ P(  | features ) < α) Class=0 //suspicious 

VI. PROGRAM FLOW FOR PROPOSED 

SYSTEM 

The program flow of the proposed system for 

identifying compromised URLs in electronic 

mails using Bayesian classification is analyzed 

below: 

1. Enter email sample in 

[http://tosin.gidibusinesspages.com.ng/]: 

An e-mail that appears suspicious is copied 

by the user and pasted into the proposed 

system. 

2. Check URL:Checks through the e-mail for 

a link starting with /http/ or /https/ if found 

proceed to (3) 

3. Extract URL:Extract every string starting 

from the http and stop after a space 

character, then proceed to (4) 

4. Validate URL using REGEX: Use regex 

to validate the link and if URL is valid 

proceed to (5). 

5. Check URL Length: Check if URL length 

exceeds 55 characters, if so echo out result 

and proceed to (6) 

6. Check if URL has IP: Check if URL 

contains an IP address, if so echo out result 

then proceed to (7)  

7. Check number of dots in URL:If number 

of dots is greater than 5 echo out then  

proceed to (8) 

8. Check Age of domain: Check the age of a 

domain and proceed to (9) 

9. Pare URL into a switch statement: Using 

a switch statement check if URL contains 

suspicious characters (@, %,) or phishing 

keywords (account, confirm, secure, verify, 

sign in, password) and if so echo out result 

else echo default. 

The proposed system involves three modules: 

data module, feature extraction module and 

classification module. 

The data module involves the collection of 

URLs in the e-mail. E-mails that lack URL 
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information are considered legitimate. The 

collected URLs are then transferred to the 

feature extraction module. 

In the feature extraction module, the URL 

features discussed in the previous section are 

extracted from the URL for classification. The 

extracted features are stored as input and 

passed to the classification module.  In the 

classification module, unknown URL given 

for testing is submitted to extract features 

associated with URL, Bayesian classifier 

determines whether a URL is malicious by 

extracting the feature values through the 

predefined URL-based features. Those feature 

values are inputted to the classifier. The 

classifier determines whether anew URL is 

phishing based on the available information. It 

then alerts the user about the classification 

result. 

VII. RESULTS ANALYSIS 

In order to test the effectiveness of the 

proposed system, 400 URLs from PhishTank 

database [17] were tested and the results were 

analyzed in this section. We collected 

phishing URLs that were submitted between 

June 2016 and August 2016. PhishTank which 

is operated by OpenDNS, is a database that 

records the URLs of suspected websites that 

have been reported, the time of that report and 

sometimes the screenshots of the website as 

shown in Figure2. 

 

 

.  

Figure 2: Screenshot of the Phishing Data Source used [17]. 

 

Table 2: Data used for the Experiments 

Total Samples 405 

Total Legitimate e-mails 167 

Total Malicious e-mails 238 

Total Training Samples 100 

Total Testing Samples 305 

 

Table 3: When the No. of tested URLs=55, Malicious URLs=34, Legitimate URLs=21 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 17 

HTTP Status not ok 7 

URL contains an IP address 2 

Number of dots more than 5 0 

Domain age not checked 5 

URL contains a phishing keyword 3 
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Figure 3: Graph of 55 tested URLs with 34 malicious URLs and 21 valid URLs 

Table 4: When the No. of tested URLs=102, Malicious URLs=65, Legitimate URLs=37 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 21 

HTTP Status not ok 8 

URL contains an IP address 0 

Number of dots more than 5 0 

Domain age not checked 4 

URL contains a phishing keyword 1 
 

Table 3 shows that when 55 URLs were 

tested, the application returned 34 URLs as 

malicious and 21 URLs as legitimate. It can be 

seen from the graph  of Figure 3 that the 

feature „length of URL‟ occurred most in the 

malicious URLs followed by the HTTP status, 

domain age, phishing keyword and IP address 

features. None of the tested URLs had more 

than five dots. 

As the number of tested URLs was 

increased, the application detected more 

malicious URLs than legitimate URLs based 

on the input. The graph of Figure 4 shows that 

the feature with the most occurrences is the 

URL length followed by the HTTP status, 

domain age and phishing keyword. None of 

the tested URLs contained an IP address and 

the number of dots in these URLs did not 

exceed the given threshold. 

When the number of tested URLs was 

increased to 152, the application detected 95 

URLs as malicious and 57 as legitimate. The 

graph of Figure 5 shows that with the increase 

in the total number of tested URLs; most of 

the URLs were classified as malicious based 

on the URL length exceeding the given 

threshold. Other features that helped in the 

classification are the HTTP status and URL 

phishing keyword. Other detailed and similar 

information could be seen on Figure 6 to 

Figure 10 with their corresponding plotted 

values on Table 6 to Table 10 respectively. 

 

 

0

5

10

15

20

URL Length
longer than

55 characters

HTTP Status
not ok

URL contains
an IP address

Number of
dots more

than 5

Domain age
not checked

URL contains
a phishing
keyword

Frequency of Malicious URLs 



Cyberprotector: Identifying Compromised URLs in Electronic Mails with Bayesian Classification 

N.A Azeez
1
 and O. Ademolu

2
  

 

123 

 
Figure 4: Graph of 102 tested URLs with 65 malicious URLs and 37 valid URLs 

 

Table 5: When the No. of tested URLs=152, Malicious URLs=95, Legitimate URLs=57 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 21 

HTTP Status not ok 8 

URL contains an IP address 0 

Number of dots more than 5 0 

Domain age not checked 0 

URL contains a phishing keyword 2 

 

 
Figure 5: Graph of 152 tested URLs with 95 malicious URLs and 57 valid URLs 

 

Table 6:  When the No. of tested URLs=205, Malicious URLs=118, Legitimate URLs=87 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 17 

HTTP Status not ok 4 

URL contains an IP address 0 

Number of dots more than 5 0 

Domain age not checked 2 

URL contains a phishing keyword 1 
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Figure 6: Graph of 205 tested URLs with 118 malicious URLs and 87 valid URLs 

Table 7: When the No. of tested URLs=255, Malicious URLs=148, Legitimate URLs=107 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 15 

HTTP Status not ok 8 

URL contains an IP address 1 

Number of dots more than 5 0 

Domain age not checked 5 

URL contains a phishing keyword 1 

 

 

Figure 7: Graph of 255 tested URLs with 148 malicious URLs and 107 valid URLs 

Table 8: When the No. of tested URLs=305, Malicious URLs=179, Legitimate URLs=126 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 26 

HTTP Status not ok 4 

URL contains an IP address 2 

Number of dots more than 5 0 

Domain age not checked 6 

URL contains a phishing keyword 1 
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Figure 8: Graph of 305 tested URLs with 179 malicious URLs and 126 valid URLs 
 

Table 9: When the No. of tested URLs=355, Malicious URLs=214, Legitimate URLs=141 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 26 

HTTP Status not ok 7 

URL contains an IP address 2 

Number of dots more than 5 0 

Domain age not checked 1 

URL contains a phishing keyword 1 

As the number of tested URLs was increased, 

more malicious URLs were detected than 

legitimate URLs. From the graph of Figure 6, 

it can be seen that the feature with the most 

occurrences is the URL length followed by the 

HTTP status, domain age and phishing 

keyword. None of the tested URLs contained 

an IP address and the number of dots in these 

URLs did not exceed the given threshold. 

With more URLs being tested, there was more 

increase in the number of malicious URLs 

detected by the application than legitimate 

URLs. The graph of Figure 9 shows that when 

the total number of tested URLs was 255, the 

application detected 148 URLs as malicious 

and 107 as legitimate. Also, the malicious 

URLs were mostly classified based on their 

length exceeding the set threshold. 
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Figure 9: Graph of 355 tested URLs with 214 malicious URLs and 141 valid URLs 

Table 10:  When the No. of tested URLs=405, Malicious URLs=238, Legitimate URLs=167 

Features Frequency of Malicious URLs 

URL Length longer than 55 characters 15 

HTTP Status not ok 3 

URL contains an IP address 0 

Number of dots more than 5 0 

Domain age not checked 1 

URL contains a phishing keyword 1 
 

Table 11: Summary of experiments carried out for F1-F6 

FEATURES R1 R2 R3 R4 R5 R5 R6 R7 R8 

F1 17 21 21 17 15 15 26 26 15 

F2 7 8 8 4 8 8 4 7 3 

F3 2 0 0 0 1 1 2 2 0 

F4 0 0 0 0 0 0 0 0 0 

F5 5 4 0 2 5 5 6 1 1 

F6 3 1 2 1 1 1 1 1 1 

 

    

Figure 10: Graph of 405 tested URLs with 238 malicious URLs and 167 valid URLs 
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Figure 11: Graph showing the summary of experiments carried out for F1-F6 

Altogether, a total of eight (8) runs were 

carried out. The details of the runs with the 

frequencies obtained for each of the features 

(F1-F6) are summarized in Table 11. The 

graphical representation is available in Figure 

11.  
 

VIII. CONCLUSION 

This paper proposed a system for identifying 

compromised URLs in electronic mails using 

Naïve Bayesian Classifier, and it yielded a 

probabilistic phishing detection framework 

that can quickly adapt to new attacks with 

reasonably good true positive rates and close 

to zero false positive rates. The system 

exploits the lexical and host-based features of 

URLs. Additionally, several machine learning 

algorithms were reviewed and the Naïve 

Bayesian Classifier was chosen to be the best 

for this research. The Naïve Bayesian 

Classifier was applied to classify suspected 

URLs as valid or malicious.  
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ABSTRACT 

Information that is not properly secured has the tendency of being vulnerable to intrusions 

and threats. Security has become not just a feature of an information system, but the core and 

a necessity especially the systems that communicate and transmit data over the Internet for 

they are more susceptible to intrusions and threats. This work aims at presenting an approach 

to intrusion detection. This paper presents an Intrusion Detection System (IDS) using Genetic 

Algorithm (GA). GA was chosen because it has been proven to efficiently detect different 

types of intrusions. GA parameters and the evolution process are discussed in detail. The 

DARPA 1998 dataset was used to implement and measure the performance of the system. 

The result that was obtained showed that specific Class of IP addresses were more 

susceptible to intrusions and threats. 
 

Keywords: Intrusion, Genetic Algorithm, detection, Security, DARPA dataset 

 
 

1.0 INTRODUCTION 

In the world today, information is 

fundamental for basic operations in every 

institution, organization and the society at 

large. Information used to be stored in 

traditional paper file format. This method 

did not help make business operations to be 

effective and efficient. In recent times, 

Information involves computers, networks 

and communication media which are used to 

transmit the data from one point to another. 

Information systems are used to store the 

data while the network is used for 

communication among information systems. 

Organizations are becoming more dependent 

on information systems and computer 

networks for the storage and transmission of 

information which has increased the risk 

involved with the use of information systems 

and computer networks. The advancement of 

computer network technology has caused it 

to be a target to attacks from unauthorized 

entities. 

 

The issue of information and network 

security has been a major concern for the 

information technology society and has 

prompted stakeholders to strengthen their 

defense against unauthorized entities such as 

hackers, Trojan horses, malicious programs, 

viruses etc. These unauthorized entities, after 

gaining access to computer networks, have 

caused serious problems and cost the 

stakeholders resources in form of time and 

money. With the recount of past intrusion 

events, it is better to take proactive steps to 

prevent malicious and unauthorized entities 

access to the network. The most popular 

technique that is used to guard against 

unauthorized entities is the use of firewall 

[2]. The firewall blocks strange users from 

gaining access to the network. In recent 

years, it has been discovered that the firewall 

is not enough to keep out unauthorized 

entities from a computer network. Intrusion 

detection system (IDS) is one of the new 

techniques used to secure network systems 

[2].The IDSs is an efficient method of 

securing computer networks. It observes 

events happening within the network and 

takes record of information relating to each 

event that happens within the network. It 

reviews the records to look out for unusual 
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events so it can notify the network security 

administrators of such events through the 

reports it produces [5].  

 

2.0 LITERATURE REVIEW 

 

According to Scarfone and Mell (2007)  

“Intrusion detection is the process of 

monitoring the events occurring in a 

computer system or network and analyzing 

them for signs of possible incidents, which 

are violations or imminent threats of 

violation of computer security policies, 

acceptable use policies or standard security 

practices” and the Intrusion Detection 

System (IDS) is the software that automates 

the intrusion detection process [12]. 

 

 
Figure 1: Flowchart of the Genetic Algorithm (Hassan, 2013) 

 

According to Rajan & Cherukuri (2010), the 

commercial Intrusion Detection Systems 

usually merge the two approaches in one 

system just because the real time intrusion 

detection involves a larger scope. This 

approach involved the use of evolution 

theory and information evolution to screen 

the traffic data in order to reduce the 

complexity of the network.  

In a research work, Hassan (2013) 

developed an Intrusion Detection System 

where genetic algorithm and fuzzy logic 

were applied. The proposed Genetic 

algorithm [6] for this system comprised of 

two modules that each served at different 

stages; the training stage and detection stage 
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[4]. In the training stage, the classification 

rules were developed from the network audit 

data and in the detection stage, the rules 

which have been generated were used to 

classify the incoming network in real-time 

[5].  

In the research work done by Sharma 

and Gupta (2012), they looked at using the 

artificial intelligence approach for intrusion 

detection in soft systems. Artificial 

intelligence has been used to solve complex 

problems such as intrusion detection [7] just 

because of its ability to learn and evolve as 

it gets more information [13]. The type of 

threat that was dealt with in this paper is 

Black holes. Black holes refer the nodes in a 

network that disturb the transmission of data 

by capturing the data.  

Evaluation of the system was measured 

using the following metrics 

                  
               
               

             
          
                    

Where, 
       

 
 

(         )(     )  (   )  
       

 

N is the number of nodes, 

   is the number of retransmissions, 

   is the packet size and 

    is the average delay that is measured 

taking into account the ideal conditions 

The result obtained is unreliable as there 

was a contradiction and inconsistencies in 

the final output. 

Li (2004) also reported an intrusion 

detection system using genetic algorithm to 

detect anomalous network intrusion. The 

method used for the system includes 

quantitative and categorical features of 

network data for obtaining classification 

rules. The use of quantitative feature can 

improve the detection rate of the system 

although experimental results to support the 

statement are not available. Unlike the other 

implementations that have been discussed, 

this implementation involved both temporal 

and spatial information of network 

connections in encoding the network 

connection information into rules in 

Intrusion Detection System. This was of aid 

to the detection of complicated network 

anomalous behaviors. This work as limited 

area of application as it focused on the 

TCP/IP network protocols [8]. 

Lu & Traore (2004) proposed a rule 

evolution approach based on Genetic 

Programming (GP) for detecting intrusions 

on computer networks. Four genetic 

operators were used to evolve the new rules; 

reproduction, mutation, crossover and 

dropping condition operators. They went 

further using support-confidence framework 

as the fitness function and at the end, the 

classification of connections was accurate. 

The DAPRA dataset was used as well to 

implement and evaluate the system [9]. The 

main drawback of this research is the 

random selection of crossover and mutation 

points in the system run, thereby reducing 

the detection rate of the system [11]. 

The paper by Abdullah et al. (2009) 

described the use of Genetic algorithm to 

derive classification rules for intrusion 

detection using information theory to filter 

the network traffic data. The system was in 

two phases; the pre-processing and features 

extraction phase and the training and testing 

phase. Unlike the proposed system, this 

system used KDD99 benchmark dataset for 

the evaluation of the system and the result 

gotten at the end of the experiment showed 

that the detection rate was up to 99.87% and 

the false positive rate at 0.003% [1].  

The experiment carried out by Chittur 

(2001) was to analyse the effectiveness of 

using Genetic algorithm for computer 

network intrusion detection system. Genetic 

algorithm has become one of the novel 

approaches to solving the intrusion detection 

problem as it was also used in this system. 

The system created an empirical model of 

malicious programs/ behavior using the 

training data (i.e. 1999 Knowledge 

Discovery in Database KDD cup data); a 

process of training the system in order to 
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generate rules that will be used during the 

testing process to recognize intrusive 

activities which have not been seen by the 

system before. The result at the end of the 

experiment showed an overall accuracy 

level of 97.8%; high detection rate and low 

false positive rate. 

 

Algorithm I: Tournament selection 

Input: Population of chromosome 

Output: selected chromosome for crossover 

i. Select 3-chromosomes from the population at random 

ii. Select the best 2-chromosome based on the fitness function value 

iii. Return the selected two chromosomes 

iv. Apply Crossover | Select best chromosome to be parent

2.1 SELECTION (or Reproduction) 

For the proposed system, the tournament 

selection was adopted. In this selection 

method, the chromosomes are selected 

randomly from the present generation of 

individuals so that a lesser number of 

chromosomes are selected in the next 

iteration. The tournament selection method 

is implemented as follows [10]. 

 

2.2 CROSSOVER (or Recombination) 

This operator is used to combine two 

chromosomes which have been selected 

using the initial operator for them to produce 

a new chromosome. The new chromosomes 

produced, can always be better than the 

parent chromosomes if the best 

characteristics of the parent chromosomes 

are selected and inherited by the offspring. 

There are different types of Crossover 

methods such as; one-point, two point, 

uniform, arithmetic and Heuristic 

crossovers. For this study, we will look at 

the two point crossover method. 

2.3 MUTATION 

For the population of each generation, there 

is a possibility for a change in the gene of 

the chromosomes. This change depends on 

the mutation rate of the system. The 

mutation operator is used to introduce 

genetic diversity to each generation for the 

purpose of distinction from one generation 

to the next generation. Mutation causes new 

gene values to be added to the gene pool, 

thereby causing a variation in the genes of 

the chromosomes. There are various 

mutation types such as; Flip bit, Boundary, 

non-uniform and Gaussian mutation 

methods. Mutation is implemented as 

follows [10]. 

 

 

Algorithm II: Mutation of rules 

Input: A chromosome rule 

Output: Same or Mutated chromosomes,.., a fns of mutation rate 

i. Set mutation threshold (between 0 and 1) 

ii. For each network attribute in chromosome 

iii. Generate a random number between 0 and 1 

iv. If random number > mutation threshold then 

v. Generate random value w.r.t data properties 

vi. Set chromosome attribute value with generated attribute value 

vii. End if 

viii. End for Each 
 

2.4 RULE DEFINITION 

In the dataset, there are 7 attributes 

represented as columns. A record represents 

a chromosome and each is a rule in itself.  

The rule is denoted in the 

  (         )     (       ) format.The 
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first 6 attributes which are Duration, 

protocol, Source port, Destination port, 

Source IP and Destination IP form the 

condition part of the rule. Then the last 

attribute; Attack name represents the 

outcome part of the rule. Therefore, if a 

connection matches the conditions of any of 

the rules in the dataset, the connection is 

classified as the same category as the rule it 

matches. 

 

Algorithm III: Genetic Algorithm classification rule 

i. Random generation of initial chromosomes 

ii. Set w1 = 0.2, w2 = 0.8, T = 0.5, Max Generations = 100 

iii. Set N = total number of record in training set 

iv. Set generation counter = 0 

v. For each chromosome in population 

vi.    Set A = 0, AB = 0 

vii.    For each record in dataset set 

viii.       If record matches chromosome 

ix.          AB = AB + 1 

x.       End If 

xi.       If record matches only condition part 

xii.          A = A + 1 

xiii.       End If 

xiv.    End for Each record 

xv. End for Each chromosome 

xvi. Fitness =                 

xvii. If Fitness > T 

xviii.    Select fitted chromosomes into new selection pool 

xix. End if 

xx. For each chromosome in new pool/population 

xxi.    Select chromosome for breeding 

xxii.    Apply crossover and mutation to new offspring 

xxiii.    Place newly created chromosome into population 

xxiv. End for Each 

xxv. Kill old pool, new pool now current pool 

xxvi. Increment generation Counter by 1 

xxvii. If generation Counter < Max Generation then 

xxviii. Goto line v 

 

2.5 CHROMOSOME 

REPRESENTATION 

The chromosome is a string that is used to 

represent an individual in Genetic algorithm 

and it symbolizes a solution to the problem. 

A chromosome comprises of at least a gene 

which represents the attribute of the 

chromosome. Previous articles stated that the 

implementation of Genetic algorithm was 

achieved with the use of chromosome-like 

data structure which has also been used  T 

represented is shown in Table 1 where each 

chromosome comprises of at least a gene. 

The attribute ‘Duration’ is an example of a 

chromosome with more than one gene due to 

the format of the attribute. 

In this system, the wildcard character 

was used. The wildcard character is a special 

character that can represent a number of 

characters. The wildcard character 

representation of a gene is a way to make the 

rules more general thereby making it 

possible to use a single character to represent 

a number of values. The gene with a 

wildcard character is encoded as   . For 

example, a Source IP can have the value 

{192.1.-1.25}. The character    in the IP 

address represents any number between 0 
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and 255. 

2.6 FITNESS FUNCTION 

As earlier stated, the fitness function is used 

to calculate the fitness of the chromosome in 

order to determine the chromosomes to be 

selected for reproduction. The fitness models 

that was used for this system is the support 

and confidence model.  

 

 

Table 1: Chromosome representation 

Attribute Name Number 

of Genes 

Format 

Duration 3 H:M:S 

Protocol 1 Numeric 

Source Port 1 Numeric 

Destination Port 1 Numeric 

Source IP 4 a.b.c.d 

Destination IP 4 a.b.c.d 

Attack Name 1 String 

 

The model is implemented as follows: 

 

Algorithm IV: Fitness function algorithm 

 

i. If A then B, 

ii. support = |     |   

iii. confidence = |     | | | 
iv. fitness =                           

N = Number of connections in training data 

| | = Number of connections matching condition A 

|     | = Connections matching rule if A and B 

w1, w2 = Weights to balance/control the two terms 

 

3.0 IMPLEMENTATION: How GA 

was linked with Intrusion Detection 

The GA was linked with intrusion detection 

by using the GA algorithm to classify the 

different network connections that the 

system comes across. Therefore, the GA 

makes it possible for the intrusion detection 

system to differentiate the different types of 

network connections.  Chromosome spans 

feature space as each chromosome 

represents a single network connection 

which also has different attributes like 

source port, source IP address, Protocol etc. 

Therefore, each chromosome can be equated 

to a network connection. Fitness function is 

used to determine the mostfit set of 

chromosomes in respect to other 

chromosomes present, that will be used for 

recombination in the next generation.  

4.0 DARPA DATASET 

The DARPA dataset was created in 1998 out 

of the need to evaluate intrusion detection 

systems by the Lincoln Laboratory of MIT 

and was first made available to the general 

public in February 1998 [14]. These data 

were created by connecting host systems 

with a traffic generator in order to simulate a 

small US Air force base of limited 

personnel, connected to the Internet [3]. The 

dataset is made up of 7 columns namely; 

Duration, Protocol, Source port, Destination 

port, Source IP, Destination IP and attack 

name. Duration is the period of time it takes 

for data to be transmitted from source 

system to destination system. The duration 

can be recorded in seconds, minutes and 
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hours 

 

 
Figure 2: Initialization of the program 

 

As seen in Figure 2, on initialization, the 

system randomly generates a population of 

individuals and reads the data from the 

dataset file. The randomly generated 

individuals represent the random connection 

records that will be subjected to the Intrusion 

Detection system so the records can be 

checked for intrusions. On the other hand, 

the dataset will serve as the benchmark for 

comparison. Each random individual will be 

scanned against every record in the dataset 

file and if there is match, the random 

individual will be identified as the record it 

matches. Without reading the file, the 

program will not progress and will not show 

the ‘reading file’ message as seen in the 

Figure 3: 

 

The progress of the system will show the 

results of applying genetic algorithm to 

detect intrusion. The result window; Figure 4 

shows the entire gene (attributes) of each 

individual as well as the attack name or null 

if it is a normal connection.  

 

 

  
 

Figure 3: Initialization without reading the dataset file 
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Figure 4: The result of the detection system 

 

The first column is the duration of the 

network connection which is in the H:M:S 

format. The second column is the protocol 

of the connection such as File Transfer 

Protocol (FTP), Simple Mail Transfer 

Protocol (SMTP), Remote shell (rsh). A 

protocol is a means for two or more entities 

on the network system to communicate. The 

third and fourth columns are the destination 

port and source port of the connection 

respectively which is used to identify a 

particular type of service on the network. 

The fifth and sixth columns are the source IP 

address and destination IP address. The last 

column, which is the seventh column, 

provides the name of the different attacks 

which have been identified by the intrusion 

detection system. A brief summary of the 

dataset file is given in Table 2: 

As previously stated that there are 

different categories of network attacks 

which are Denial of Service (DoS), Remote 

to User Attacks (R2L), User to Root Attacks 

(U2R) and Probe. The intrusions contained 

in the dataset are of different network attack 

categories which are shown in Table 3 and a 

graphical representation of the table Figure 5 

follows immediately; 

 

Table 2: Distribution of the network connections in the dataset 

Normal 256 

Intrusion 39 

Total 295 

 

Table 3: Distribution of the Intrusions 

Probe R2L U2R 

Portscan – 30 Phf – 1 

Guess – 4 

rlogin – 1 

rsh – 2 

rcp – 1 

30 5 4 Total = 39 
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Figure 5: Graphical distribution of the network connections. 
 

 

5.0 ANALYSIS OF RESULTS 

The system was run a number of times and 

four results were selected to be analyzed for 

other findings and note. Each set of result 

consists of 50 records. For each set of 

results, the IP addresses of the source IP 

address and destination IP addresses were 

classified under the Standard IP address 

classes and a graphical representation to 

show the relationship between the two 

addresses based on the classes, and a table 

and bar chart to show the relationship 

between protocols and the type of intrusions. 

 

5.1 The first run 

Table 4 shows classes which the source and 

destination IP addresses fall and Figure 6 is 

a graphical representation. 

 

Table 5 shows the distribution of attacks 

against the Protocols and Figure 7 shows a 

graphical representation of the distribution. 

 

Table 4: Classification of IP addresses of the first set results 

 Source IP Destination IP 

Class A 20 50 

Class B 30 0 

Class C 0 0 

Class D 0 0 

Class E 0 0 

 

 
Figure 6: Graphical classification of the IP addresses of the first set of results 
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Table 5: Distribution of intrusion attacks to the Protocols for the first set of results 

Protocols Attack names  

Phf Port scan rcp rlogin rsh  

ftp       

ftp-data  2 3  1 6 

http  2 4  14 20 

Rsh  3 2  3 8 

Smtp  5 2  5 12 

telnet   1  3 4 

  12 12  26  

 

 
Figure 7: Graphical representation of the distribution of attacks to protocols for the firstset 

of results 

 

 

Table 6: Classification of IP addresses of the second set results 

 Source IP Destination IP 

Class A 19 39 

Class B 0 11 

Class C 0 0 

Class D 0 0 

Class E 31 0 

 

 
 

Figure 8: Graphical classification of the IP addresses of the second set of results 
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5.2 The second run; 

Table 6 shows classes which the source and destination IP addresses fall and Figure 8 is a 

graphical representation of the table. 

 

Table 7 shows the distribution of attacks against the Protocols and Figure 9 shows a graphical 

representation of the distribution. 

 

Table 7: Distribution of intrusion attacks to the Protocols for the second set of results 

Protocols Attack names  

Phf Port scan rcp rlogin rsh  

ftp  2  4  6 

ftp-data  11  21  32 

http       

Rsh  8  4  12 

Smtp       

telnet       

  21  29   

 

 
 

Figure 9: Graphical representation of the distribution of attacks to protocols for the second 

set of results 

 

Table 8: Classification of IP addresses of the third set results 

 

 Source IP Destination IP 

Class A 21 50 

Class B 8 0 

Class C 21 0 

Class D 0 0 

Class E 0 0 

 

5.3 The third run 

Table 8 shows classes which the source and destination IP addresses fall and Figure 10 is  a 

graphical representation of the table. 
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Figure 10: Graphical classification of the IP addresses of the third set of results 

 

Table 9: Distribution of intrusion attacks to the Protocols for the third set of results 

 

Protocols Attack names  

Phf Port scan rcp rlogin rsh  

ftp       

ftp-data       

http       

Rsh  1 8  16 25 

Smtp       

telnet  1 9  15 25 

  2 17  31  

 

 
 

Figure 11: Graphical representation of the distribution of attacks to protocols for the third 

set of results 

 

Table 9 shows the distribution of attacks against the Protocols and Figure 11 shows a 

graphical representation of the distribution. 
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5.4 Fourth run; 

Table 10 shows classes which the source and destination IP addresses fall and Figure 12 is a 

graphical representation of the table. 

 

Table 11 shows the distribution of attacks against the Protocols and Figure 13 shows a 

graphical representation of the distribution. 

 

Table 10: Classification of IP addresses of the fourth set results 

 Source IP Destination IP 

Class A 46 44 

Class B 4 0 

Class C 0 0 

Class D 0 0 

Class E 0 6 

 

 

 

 
 

Figure 12: Graphical classification of the IP addresses of the fourth set of results 

 

 

Table 11: Distribution of intrusion attacks to the Protocols for the fourth set of results 

Protocols Attack names  

Phf Port scan rcp rlogin rsh  

ftp       

ftp-data       

http 4 5    9 

Rsh 1 1    2 

Smtp 9 30    39 

telnet       

 14 36     
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Figure 13: Graphical representation of the distribution of attacks to protocols for the second 

set of results 

 

6.0 CONCLUSION 

Artificial intelligence has continued to 

contribute immensely to technological 

development and the use of Genetic 

algorithm for intrusion detection is not 

exempted. It is becoming more essential to 

organizations for the purpose of network 

management in order to prevent intrusion. 

This is due to the fact that data is only useful 

when it still has its integrity and 

confidentiality. Therefore it is important to 

continue to improve on IDS.  

In conclusion, from the four set of 

results, it is clear that most of the network 

activities take place mostly with the IP 

address class A, both the source address and 

destination address. Class B IP addresses 

were relatively busy as well based on the 

results. It is also worthy to note that the ‘port 

scan’ attack which falls under the Probe 

classification is the intrusion with the 

highest frequency. 

7.0 FUTURE WORK 

More research on Genetic algorithm should 

be carried out in order to continually 

improve on the way classification rules are 

derived so as to get a better detection rate of 

intrusive connections in the system. More 

variations of genetic algorithms should be 

evaluated in order to compare the results 

from each variation and determine the best 

in order to have system that detects 

intrusions better. 
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